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EXECUTIVE SUMMARY

This Phase I draft final report provides a first-ever compilation of what is known—and not known—about climate change effects on marine and coastal ecosystems in the geographic extent of the North Pacific Landscape Conservation Cooperative (NPLCC). The U.S. Fish & Wildlife Service funded this report to help inform members of the newly established NPLCC as they assess priorities and begin operations. Production of this report was guided by University of Washington’s Climate Impacts Group and information was drawn from more than 250 documents and more than 100 interviews. A final report will be published in 2012 following convening of expert focus groups under Phase II of this project.

Information in this report focuses on the NPLCC region, which extends from Kenai Peninsula in southcentral Alaska to Bodega Bay in northern California west of the Cascade Mountain Range and Coast Mountains. The region contains approximately 38,200 miles (~ 61,500 km) of coastline and is home to iconic salmon and orca, a thriving fish and shellfish industry, and a wide range of habitats essential for the survival of fish, wildlife, birds, and other organisms. Many of these species, habitats, and ecosystems are already experiencing the effects of a changing climate.

Carbon dioxide, temperature, and precipitation

The atmospheric concentration of carbon dioxide (CO₂) is increasing in the earth’s atmosphere, leading to increases in temperature, altered precipitation patterns, and consequent effects for biophysical processes, ecosystems, and species.

- **Atmospheric CO₂ concentrations have increased** to ~392 parts per million (ppm) from the pre-industrial value of 278 ppm, higher than any level in the past 650,000 years. By 2100, CO₂ concentrations are projected to exceed ~600 ppm and may exceed 1000 ppm. As CO₂ levels increase, a concomitant decline in ocean pH is projected for the NPLCC region, hampering calcification processes for many calcifying organisms such as pteropods, corals, and mollusks.

- **Annual average temperatures increased** ~1-2°F (~0.6-1°C) from coastal British Columbia to northwestern California over the 20th century and 3.4°F (~1.9°C) in Alaska from 1949 to 2009. By 2100, the range of projected increases in the NPLCC region varies from 2.7 to 13°F (1.5-7.2°C), with the largest increases projected in Alaska. These temperature increases will drive a rise in sea surface temperature and contribute to declining oxygen solubility in seawater, species range shifts, and potential uncoupling of phenological interdependencies among species.

- **Seasonal precipitation varies but is generally wetter in winter**. Cool season precipitation (Oct-March) increased 2.17 inches (5.51 cm) in Alaska from the 1971-2000 to 1981-2010 period. In Washington and Oregon winter precipitation (Jan-March) increased 2.47 inches (6.27 cm) from 1920 to 2000. In California, winter precipitation increased between 1925 and 2008, while in British Columbia, both increases and decreases in winter precipitation were observed, depending on the time period studied. Over the 21st Century, winter and fall precipitation is projected to increase 6-11% in BC and 8% in Washington and Oregon, while summer precipitation is projected to decrease (~8 to -13% in BC and -14% in WA and OR). In southeast Alaska, however, warm season precipitation is projected to increase 5.7%. Projected increases in winter rainfall, declining snow accumulation and glacial extent, and decreased summer precipitation (where occurring) will shift the frequency, volume, and timing of freshwater inflow to marine...
systems. Coastal areas with enhanced riverine input such as the Columbia River estuary will see greater stratification associated with increases in precipitation, a condition that exacerbates low-oxygen conditions associated with harmful algal blooms and hypoxic waters.

**Impacts of climate change on marine and coastal systems**

Increases in CO$_2$ and air temperature, combined with changing precipitation patterns, are already altering conditions and processes in marine and coastal ecosystems. These trends are projected to continue.

- **The oceans are increasing in acidity.** Increasing atmospheric CO$_2$ concentrations have caused global ocean pH to decline from 8.2 to 8.1 since pre-industrial times, increasing the ocean’s acidity by approximately 26%. pH declines in the NPLCC region are generally consistent with those observed globally, although some coastal areas such as Hood Canal (WA) report significantly lower pH (less than 7.6 in 2008). By the end of this century, global surface water pH is projected to drop to approximately 7.8, increasing the ocean’s acidity by about 150% relative to the beginning of the industrial era. If atmospheric CO$_2$ levels reach 550 ppm, pH in the NPLCC region is projected to decline approximately 0.14 units and the saturation state of aragonite will approach the critical threshold for undersaturation ($\Omega < 1$), below which the shells of some marine organisms may begin to dissolve or have difficulty forming. Ocean water detrimental to shell-making has already been observed in shallow waters from Queen Charlotte Sound (BC) south to Baja California. Aragonite-shelled pteropods, which are prey for salmon and other fish, appear particularly vulnerable to continued ocean acidification.

- **Sea surface temperatures are rising.** Global mean sea surface temperature (SST) increased approximately 1.1°F (0.6°C) since 1950. By 2050, an increase in winter SST of 1.8 to 2.9°F (1.0-1.6°C) is projected for most of the northern Pacific Ocean (compared to 1980-1999). Warmer SST contributes to sea level rise, increased storm intensity, and greater stratification of the water column. Increased SST is also associated with species range shifts, altered nutrient availability and primary production, and changes in algal, plankton and fish abundance in high-latitude oceans.

- **Storm intensity and extreme wave heights are projected to increase.** Off the Oregon and Washington coasts, the heights of extreme storm waves increased as much as eight feet since the mid-1980s and deliver 65% more force when they come ashore. During the 21st century, extratropical storms are likely to become more intense in the NPLCC region. This will combine with higher sea levels to increase storm surges, the height of extreme waves and the frequency of extreme events. Increased extreme wave heights and more intense storms are projected to increase beach and bluff erosion and lead to shoreline retreat, loss of coastal habitat, and damage to coastal infrastructure.

- **Sea levels are rising, but the relative effect varies by location.** Since the end of the 19th century global sea levels have risen approximately 6.7 inches (17 cm). In the NPLCC region, however, relative sea level change from 1898 to 2007 ranges from -0.67 to +0.23 inches/yr (-1.7 to 0.575 mm/yr). Relative sea level rise in the NPLCC region is less than the global average at most monitoring stations because of localized increases in land elevation as a result of glacier recession, plate tectonics, and/or sediment accretion. By the end of the 21st century, global sea level is projected to increase 5.1 to 70.0 inches (13-179 cm) compared to the end of the 20th
century. In the NPLCC region by 2100, relative change in sea levels are projected to range from -25.2 inches (-64 cm) to +55 inches (+139.7 cm). Sea level is projected to rise in British Columbia and parts of Washington, Oregon, and California, while sea level is projected to decline or remain relatively stable in southcentral and southeast Alaska and the northwest Olympic Peninsula (WA). Rising sea level often results in loss of nearshore or coastal habitat and harm to dependent species.

- Recent anomalous hypoxic events in the California Current Ecosystem may be characteristic of future change. Severe hypoxia, corresponding to dissolved oxygen (DO) levels ranging from 0.21 to 1.57 mL/L, was observed off the central Oregon coast in 2002. Dungeness crab surveys showed mortality rates of up to 75% in some regions during this period. In 2006 off the Washington coast, the lowest DO concentrations to-date (<0.5 mL/L) were recorded at the inner shelf. During an anoxic event in 2006 off the Oregon coast, surveys revealed the complete absence of all fish from rocky reefs and near-complete mortality of macroscopic benthic invertebrates. While anomalous events such as these are consistent with potential climate-induced changes in coastal systems, it has not been shown that climate change is the cause of the anomalies.

Implications of climate change for ecosystems, habitats, and species

Climate change effects, independently or in combination, are fundamentally altering ocean ecosystems. Effects on habitats (habitat loss and transition) and species (invasive species interactions, range shifts and phenological decoupling) are highlighted here.

Coastal Erosion and Habitat Loss

Rising sea-level and increases in storms and erosion are projected to result in significant habitat impacts. In Alaska, low-lying habitats critical to the productivity and welfare of coastal dependent species could be lost or degraded, including staging areas that support millions of shorebirds, geese, and ducks. As sea level rises along Puget Sound’s armored beach shorelines, most surf smelt spawning habitat is likely to be lost by 2100. In Skagit Delta marshes (WA), the rearing capacity for threatened juvenile Chinook salmon is projected to decline by 211,000 fish with 18 inches (45 cm) of sea level rise.

Habitat loss due to sea level rise is likely to vary substantially depending on geomorphology and other factors. In Washington and Oregon, analysis of coastal habitats under 27.3 inches (0.69 m) of sea level rise projects loss of two-thirds of low tidal areas in Willapa Bay and Grays Harbor and a loss of 11 to 56% of freshwater tidal marsh in Grays Harbor, Puget Sound, and Willapa Bay. Much of these habitats are replaced by transitional marsh. However, the Lower Columbia River may be fairly resilient to sea level rise because losses to low tidal, saltmarsh, and freshwater tidal habitats are minimized (-2%, -19%, -11%, respectively), while gains in transitional areas are substantial (+160%).

Invasive Species, Range Shifts, and Altered Phenology

Climate change will affect species in varying ways. Ocean acidification significantly and negatively impacts survival, calcification, growth and reproduction in many marine organisms, but thus far, has no significant effect on photosynthesis. Among calcifying organisms, corals, calcifying algae, coccolithophores, and mollusks are negatively affected, while crustaceans and echinoderms are positively affected. Warmer waters are likely to promote increased populations of Pacific salmon in Alaska while promoting decreased populations elsewhere in the NPLCC region. If oxygen levels decline and coastal
upwelling strengthens as some studies project, oxygenated habitat will be lost. A few species, such as sablefish and some rock fishes, tolerate low-oxygen conditions and may expand their territory. However, most species will be forced to find shallower habitat or perish. Overall, smaller specimens seem to be the winners under low-oxygen conditions, as they outcompete larger organisms due to their advantageous body-mass to oxygen-consumption ratio.

Many sea and shorebirds have medium or high vulnerability to climate change. These include the Aleutian Tern, Kittlitz’s Murrelet, beach-nesting black oystercatchers, and the Cassin’s auklet. For coastal birds, loss of habitat and food sources are the largest climate change-related concerns. Reproductive failure among seabirds has been documented as a result of changes in marine productivity, often observed during El Niño years when sea surface temperatures are warmer than average. Population recovery is less likely if climate change results in catastrophic events that are more frequent, more intense, or of longer duration.

Climate change may enhance environmental conditions such that some species are able to survive in new locations, known invasive species expand into new territories, and species that currently are not considered invasive could become invasive, causing significant impacts. Invasive and non-native species that appear to benefit from climate change include Spartina, Japanese eelgrass, and New Zealand mud snail.

In response to warming temperatures and changing currents, many marine species are expanding their ranges toward the poles. The abundance and distribution of jumbo squid in the NPLCC region increased between 2002 and 2006, with sightings as far north as southeast Alaska. Loggerhead turtle, brown pelican, and sunfish are reported recent arrivals to the northern Washington coast.

Climate change may also lead to significant phenological decoupling, such as occurred in the Pacific Northwest in 2005 when the upwelling season occurred three months later than usual, resulting in a lack of significant plankton production until August (rather than the usual April-May time period). The delay was accompanied by recruitment failure among plankton-reliant rockfish species, low survival of coho and Chinook salmon, complete nesting failure by Cassin’s Auklet, and widespread deaths of other seabirds (common murres, sooty shearwaters). Similar mismatches also occurred in 2006 and 2007 when upwelling began early but was interrupted at a critical time (May-June).

As a result of these effects, novel assemblages of organisms will inevitably develop in the near future due to differing tolerances for changes in environmental conditions. These novel communities will have no past or present counterparts and are likely to present serious challenges to marine resource managers.

Adaptation to climate change for marine and coastal systems

Given that CO₂ concentrations will continue to increase and exacerbate climate change effects for the foreseeable future, adaptation is emerging as an appropriate response to the unavoidable impacts of climate change. Adaptive actions reduce a system’s vulnerability, increase its capacity to withstand or be resilient to change, and/or transform systems to a new state compatible with likely future conditions. Adaptation actions typically reflect three commonly cited tenets: (1) remove other threats and reduce non-climate stressors that exacerbate climate change effects; (2) establish, increase, or adjust protected areas, habitat buffers, and corridors; and, (3) increase monitoring and facilitate management under uncertainty, including scenario-based planning and adaptive management.
Adaptation actions may occur in legal, regulatory, or decision-making processes, as well as in on-the-ground conservation activities.\textsuperscript{107} For example, to counteract loss of coastal habitat due to erosion and sea level rise, options include removing shoreline hardening structures,\textsuperscript{108} enhancing sediment transport,\textsuperscript{109} establishing ecological buffer zones,\textsuperscript{110} and acquiring rolling easements.\textsuperscript{111} To manage invasive species, whose spread is exacerbated by increased sea surface temperatures and other climate-related effects, options include restoring native species, physically removing invasive species, and strengthening regulatory protections against invasive species introduction.\textsuperscript{112} Decision-makers may also create or modify laws, regulations, and policies governing coastal management to promote living shorelines that protect coastal property and habitat,\textsuperscript{113} incorporate climate projections into land use planning to safeguard coastal habitats,\textsuperscript{114} and implement coastal development setbacks to address rising sea levels and increased storm intensity, maintain natural shore dynamics, and minimize damage from erosion.\textsuperscript{115}

Although uncertainty and gaps in knowledge exist, sufficient scientific information is available to plan for and address climate change impacts now.\textsuperscript{116} Implementing strategic adaptation actions early may reduce severe impacts and prevent the need for more costly actions in the future.\textsuperscript{117} To identify and implement adaptation actions, practitioners highlight four broad steps:

1. Assess current and future climate change effects and conduct a vulnerability assessment.\textsuperscript{118}
2. Select conservation targets and a course of action that reduce the vulnerabilities and/or climate change effects identified in Step 1.\textsuperscript{119}
3. Measure, evaluate, and communicate progress through the design and implementation of monitoring programs.\textsuperscript{120}
4. Create an iterative process to reevaluate and revise the plan, policy, or program, including assumptions.\textsuperscript{121}

Adaptive approaches to addressing climate change impacts will vary by sector and management goal, across space and time, and by the goals and preferences of those engaged in the process.\textsuperscript{122} In all cases, adaptation is not a one-time activity, but is instead a continuous process, constantly evolving as new information is acquired and interim goals are achieved or reassessed.\textsuperscript{123} Ultimately, successful climate change adaptation supports a system’s capacity to maintain its past or current state in light of climate impacts or transform to a new state amenable to likely future conditions.\textsuperscript{124}
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PREFACE

This report is intended as a reference document – a science summary – for the U.S. Fish and Wildlife Service (FWS) Region 1 Science Applications Program. The report compiles findings on climate change impacts and adaptation approaches in marine and coastal ecosystems within the North Pacific Landscape Conservation Cooperative area (NPLCC). The report is intended to make scientific information on climate change impacts within the NPLCC region accessible and useful for natural resources managers and others. It is produced by National Wildlife Federation under a grant from the U.S. FWS (FWS Agreement Number 10170AG200).

This report is a complete “Draft Final” version and represents the fulfillment of Phase One of a two phase project. Under Phase Two, funded through a separate grant, NWF will convene expert focus groups and produce a final report in 2012 that incorporates additional information. A companion report compiling similar information on freshwater aquatic and riparian ecosystems within the NPLCC area will also be completed under the same timeline.

Production and Methodology

This report draws from peer-reviewed studies, government reports, and publications from non-governmental organizations to summarize climate change and ecological literature on historical baselines, observed trends, future projections, policy and management options, knowledge gaps, and the implications of climate change for species, habitats, and ecosystems in the marine and coastal environment. Because the report strives to reflect the state of knowledge as represented in the literature, in most cases language is drawn directly from cited sources. By compiling and representing verbatim material from relevant studies rather than attempting to paraphrase or interpret information from these sources, the authors sought to reduce inaccuracies and possible mis-characterizations by presenting data and findings in their original form. The content herein does not, therefore, necessarily reflect the views of National Wildlife Federation or the sponsors of this report. Given the extensive use of verbatim material, in order to improve readability while providing appropriate source attributions, we indicate those passages that reflect verbatim, or near verbatim, material through use of an asterisk (*) as part of the citation footnote. In general, verbatim material is found in the main body of the report, while the Executive Summary, Boxes, and Case Studies reflect the report authors’ synthesis of multiple sources.

To produce this report, the authors worked with the University of Washington Climate Impacts Group (CIG) and reviewers from federal, state, tribal, non-governmental, and university sectors. CIG provided expert scientific review throughout the production process, as well as assistance in the design and organization of the report. Reviewers provided access to local data and publications, verified the accuracy of content, and helped ensure the report is organized in a way that is relevant and useful for management needs. In addition, we engaged early with stakeholders throughout the NPLCC region for assistance and input in the production of this report. More than 100 people provided input or review of this document.
Description of Synthesis Documents Utilized

This report draws from primary sources as well as synthesis reports. In synthesis reports, we accepted information as it was presented. Readers are encouraged to refer to the primary sources utilized in those synthesis reports for more information. In most cases, the page number is included for reference. In cases where a primary source is referenced in a secondary source, it is indicated in the footnote. The global, regional, state, and provincial level synthesis reports drawn from include:

- Climatic Change, Volume 102, Numbers 1-2 (September 2010). This volume published the findings of the Washington Climate Change Impacts Assessment (WACCIA).

How to Use This Document

Being the first reference document of its kind for the North Pacific LCC region, the extensive details on climate change trends and projections are necessary to provide baseline information on the NPLCC. However, we encourage the reader to focus on the general magnitude and direction of projections, their implications, and on the range of options available to address climate change impacts. It is our hope that this document will provide useful information to North Pacific LCC members and stakeholders, and help facilitate effective conservation that accounts for climate change and its impacts in the region.
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**Suggested Citation**

I. INTRODUCTION

This report compiles existing knowledge on known and potential climate change effects on marine and coastal ecosystems within the geographic extent of the North Pacific Landscape Conservation Cooperative (NPLCC). The report also includes a menu of policy and management responses, culled from published science and grey literature, to adapt to climate change in marine and coastal environments. The North Pacific Landscape Conservation Cooperative is one of twenty-one Landscape Conservation Cooperatives (LCCs) planned for the United States, Canada, and Mexico.\(^1\) LCCs are member-directed conservation partnerships among State and Federal agencies, Tribes, nongovernmental organizations, universities, existing partnership efforts, and other conservation entities.\(^2\) Other key partners of the NPLCC will be the three regional Climate Science Centers (CSCs) within the geographic area of the NPLCC – Alaska, Northwest, and Southwest CSCs.\(^3\) The CSCs will deliver basic climate change impact science for their region, prioritizing fundamental science, data and decision-support activities based principally on the needs of the LCCs.\(^4\) LCCs will link the science with conservation delivery.\(^5\) Thus, LCCs are management-science partnerships that inform resource management actions and provide needed tools.\(^6\) They provide a forum for identifying common science questions and needs for the defined landscapes, across organization lines.\(^7\) More specifically, LCCs generate applied science to inform conservation actions related to climate change, habitat fragmentation, and other landscape-level stressors and resource issues.\(^8\) For further information, please see [http://www.fws.gov/science/shc/lcc.html](http://www.fws.gov/science/shc/lcc.html) (accessed March 14, 2011).

Description of NPLCC

The NPLCC region comprises approximately 204,000 square miles (530,000 square kilometers, km\(^2\)) in six western U.S. states and Canadian provinces (see Figure 3 on page 4).\(^9\) Public lands make up approximately 78 percent, or 159,000 square miles (412,000 km\(^2\)) of the NPLCC, with 82,000 square miles (212,000 km\(^2\)) of Federal lands in the U.S. portion of the NPLCC and 77,000 square miles (200,000 km\(^2\)) of Crown lands in the Canadian portion of the NPLCC.\(^10\) The total amount of coastline is

---

2 *USFWS. North Pacific Landscape Conservation Cooperative. (August 2010, p. 1)
3 USFWS. North Pacific Landscape Conservation Cooperative (pdf, website). (December 2010, p. 2). A total of eight CSCs are being established to support the 21 LCCs. They consist mainly of university-based consortiums.
5 *U.S. Department of the Interior. Interior's plan for a coordinated, science-based response to climate change impacts on our land, water, and wildlife resources (pdf, website). (n.d., p. 5)
6 *USFWS. North Pacific Landscape Conservation Cooperative. (August 2010, p. 1)
7 *USFWS. North Pacific Landscape Conservation Cooperative. (August 2010, p. 1)
8 *USFWS. North Pacific Landscape Conservation Cooperative. (August 2010, p. 1)
9 USFWS. North Pacific Landscape Conservation Cooperative High Resolution Map. (2010). Within the Yukon Territory (YT; 186,272 mi\(^2\), 482,443 km\(^2\)), the only land within the NPLCC region that is covered by the Kluane National Park and Preserve (8,487 miles\(^2\), 21,980 km\(^2\); ~4.6% of total area in YT), located in the southwest corner of the Territory. While information on climate change adaptation planning in Kluane National Park and Preserve was limited, information for the Government of Yukon was available. Please see Chapter VIII, Section 8 for further information.
10 USFWS. North Pacific Landscape Conservation Cooperative High Resolution Map. (2010)
approximately 38,200 miles (~ 61,500 km)\textsuperscript{11} and extends from Kenai Peninsula in southcentral Alaska to Bodega Bay in northern California. The inland extent of the NPLCC is delineated according to the Pacific Flyway, ecoregions, and the crests of several mountain ranges and, from the coast, stretches inland up to 150 miles (~240 km); therefore only the lower extent of many of the larger river watersheds are included within the area. This area encompasses a variety of water forms including bays, estuaries, inlets, and lagoons. Land types include deltas, coastal dunes and beaches, rocky shores, salt marshes, and mudflats. A wide variety of fish, wildlife, and other organisms populate this region.

**Organization of Report**

Key findings begin in Chapter II, which describes observed trends and future projections, both globally and within the NPLCC geography, for greenhouse gas concentrations, temperature, and precipitation. Chapter III describes the primary effects of changes in greenhouse gas concentrations, temperature, and precipitation on ocean acidification, sea surface temperature, hydrology, ocean currents, storms, sea level, coastal upwelling, and hypoxia and anoxia in the NPLCC region. The report then describes how the changes presented in Chapter II and the effects presented in Chapter III impact marine and coastal ecosystem processes (Chapter IV), the geomorphology of coastal nearshore systems (Chapter V), species behavior and community-level responses (Chapter VI), and specific fish, wildlife, plants, plankton, and shellfish (Chapter VII) in the NPLCC region. In Chapter VIII, the report provides a menu of policy and management responses to address the impacts of climate change on species and habitats in the marine and coastal environment described in Chapters IV-VII. These responses are based on the general tenets of climate change adaptation for natural systems and are culled from published scientific literature, grey literature, and interviews with experts throughout the NPLCC region. Chapter IX briefly describes future work in the NPLCC region. Six appendices provide key terms and definitions, an explanation of climate modeling and emissions scenarios, an explanation of long-term climate variability, a discussion of the Sea level Affecting Marshes Model (SLAMM), resources for adaptation principles and responses to climate change, and a list of reviewers and interviewees.

**Definitions for Marine and Coastal Environments**

In this report, we use definitions for marine and coastal areas based on oceanography and law (Figure 1 and Figure 2).\textsuperscript{12} Nearshore areas extend from the farthest reach inland of tidally-influenced water to the depth of light penetration in the ocean (usually about 10 meters).\textsuperscript{13} Coastal waters are described often as extending to the edge of the continental shelf. The open ocean is described often as the area beyond the edge of the continental shelf.

\[\text{References}\]

\textsuperscript{11} USFWS. *North Pacific Landscape Conservation Cooperative High Resolution Map.* (2010)

\textsuperscript{12} NOAA. *Federal Geographic Data Committee’s (FCDG) Marine Boundary Working Group Shoreline Boundaries Diagram.* (2010). The mean higher high water (MHHW) is the average of the higher high water height of each tidal day. The mean lower low water (MLLW) is the average of the lower low water height of each tidal day. The mean high water (MHW) is the average of all high water heights.

\textsuperscript{13} Puget Sound Nearshore Project (website). (2003); Puget Sound Nearshore Ecosystem Restoration Partnership (website). (2010).
Figure 1. This diagram illustrates shoreline boundaries as defined by different states as well as seaward boundaries (state and federal submerged lands, contiguous zone, territorial seas, exclusive economic zone, etc.).

Figure 2. General marine habitat types and associated tidal influence.
Source: http://maps.risingsea.net/wetland_loss/tides_wetlands_elevation.jpg (accessed 2.11.2011)
Figure 3. Public land ownership within the North Pacific Landscape Conservation Cooperative (NPLCC).
Source: U.S. Fish and Wildlife Service (2011). This is a preliminary land ownership map, including only federal, state, and provincial lands. At a later date, the map will be updated to include Native Alaskan, First Nations, and Tribal lands. Lands owned by other entities (e.g. NGOs, private property) may be included as well.
II. CO₂ CONCENTRATIONS, TEMPERATURE, & PRECIPITATION

Box 1. Summary of observed trends and future projections for greenhouse gas concentrations, temperature, and precipitation

Observed Trends

- Atmospheric CO₂ concentrations in March 2011 were approximately 392 parts per million (ppm),14 higher than any level in the past 650,000 years15 and 41% higher than the pre-industrial value (278 ppm).16 From 2000-2004, the emissions growth rate (>3%/yr) exceeded that of the highest-emissions IPCC scenario (A1F1), and the actual emissions trajectory was close to that of the A1F1 scenario.17
- Annual average temperatures in the NPLCC region increased, in general, 1-2°F (~0.6-1°C) over the 20th century.18 Alaska is an exception – a 3.4°F (~1.9°C) increase was observed from 1949-2009.19
- In the 20th century and early 21st century, the largest increase in seasonal temperature occurred in winter: +3.3°F (+1.83°C) in western BC, OR, and WA20 and +1.8-2.0°F (+1.0-1.1°C) in northwestern CA.21 These increases tend to drive the annual trends, particularly in AK (+6.2°F or 3.4°C from 1949-2009 near Juneau).22
- In the 20th century and early 21st century, average annual precipitation trends are highly variable, with increases of 2 to approximately 7 inches (~5-18 cm) observed in WA, OR,23 and northwestern CA,24 and both small increases and decreases (±1 inch or ±2.54 cm) observed in BC's Georgia Basin and coastal areas, depending on the time period studied.25 Precipitation trends in Alaska were not available. However, precipitation was 32-39 inches (80-100cm) in southcentral Alaska and at least 39 inches (100cm) in southeastern Alaska from 1949-1998.26
- In the 20th century and early 21st century, seasonal precipitation trends are highly variable, with increases in winter and spring precipitation observed in WA, OR,27 and northwestern CA,28 and both increases and decreases observed in BC, depending on location and time period.29 Specifically, in WA and OR, spring precipitation increased +2.87 inches (7.29cm) and winter precipitation increased 2.47 inches (6.27cm) from 1920 to 2000.30

A summary of future projections can be found on the next page.

Note to the reader: In Boxes, the published and grey literature is summarized. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

---

15 CIG. Climate Change: Future Climate Change in the Pacific Northwest (website). (2008)
16 Forster et al. (2007, p. 141)
17 Raupach et al. Global and regional drivers of accelerating CO₂ emissions.
18 Mote (2003, p. 276); Butz and Safford (Butz and Safford 2010, 1). Butz and Safford refer the reader to Figures 1 & 2 in the cited report.
19 Karl, Melillo and Peterson. (2009, p. 139). The authors cite Fitzpatrick et al. (2008) for this information.
20 Mote (2003, p. 276)
21 Butz and Safford (Butz and Safford 2010, 1). The authors refer the reader to Figures 1 & 2 in the cited report.
22 Alaska Climate Research Center. Temperature Change in Alaska (website). (2009)
23 Mote (2003, p. 279)
24 Killam et al. (2010, p. 2)
25 Pike et al. (2010, Table 19.1, p. 701)
26 Stafford, Wendler and Curtis. (2000, p. 41). Information obtained from Figure 7.
27 Mote (2003, p. 279)
28 Killam et al. (2010, p. 4)
29 Pike et al. (2010, Table 19.1, p. 701)
30 Mote (2003, p. 279)
Future projections


- By 2100, seasonal temperatures are projected to increase the most in summer (region-wide: 2.7-9.0°F, 1.5-5°C): in BC, 2.7°F to 5.4°F (1.5-3°C) along the North Coast and 2.7°F to 9.0°F (1.5-5°C) along the South Coast. In WA and OR, 5.4-8.1°F (3.0-4.5°C). The exception is AK, where seasonal temperatures are projected to increase the most in winter. The baseline for projections varies by study location: 1960s-1970s in Alaska, 1961-1990 on the BC coast and northern CA, 1970-1999 in the PNW.

- Precipitation may be more intense, but less frequent, and is more likely to fall as rain than snow. Annual precipitation is projected to increase in AK, BC (2050s: +6% along the coast, no range provided), and WA and OR (2070-2099: +4%, range of -10 to +20%), but is projected to decrease in CA (2050: -12 to -35%, further decreases by 2100). Increases in winter and fall precipitation drive the trend (+6 to +11% [-10 to +25% in winter] in BC and +8% [small decrease to +42%] in WA and OR), while decreases in summer precipitation mitigate the upward trend (-8 to -13% in BC [-50 to +5%] and -14% [some models project -20 to -40%] in WA and OR). In southeast AK, however, a 5.7% increase in precipitation during the growing season is projected (no range or baseline provided). Baselines for BC, WA, OR, and CA are the same as those listed in the previous bullet.

31 Meehl et al. (2007, p. 803). This information was extrapolated from Figure 10.26 by the authors of this report.
33 For AK, Karl, Melillo and Peterson. (2009, p. 139). For WA and OR, CIG. Climate Change (website). (2008, Table 3) and Mote et al. (2010, p. 21). For CA, California Natural Resources Agency (NRA). (2009, p. 16-17), Port Reyes Bird Observatory (PRBO). (2011, p. 8), and Ackerly et al. (2010, Fig. S2, p. 9).
35 For BC, BC Ministry of Environment (MoE). (2006, Table 10, p. 113). For OR and WA, Mote and Salathé, Jr. (2010, Fig. 9, p. 42). For CA, PRBO. (2011, p. 8).
36 Karl, Melillo and Peterson. (2009)
37 Karl, Melillo and Peterson. (2009)
39 Pike et al. (2010, Table 19.3, p. 711)
40 The precipitation range was obtained from the Climate Impacts Group. It can be found in Summary of Projected Changes in Major Drivers of Pacific Northwest Climate Change Impacts, available in draft form from http://www.ecy.wa.gov/climatechange/2010TAGdocs/20100521_projecteddrivers.pdf (accessed 1.5.2011).
41 California Natural Resources Agency. (2009, p. 16-17)
42 For BC, BC MoE. (2006, Table 10, p. 113). For OR & WA, Mote & Salathé, Jr. (2010, 42-44)
43 Alaska Center for Climate Assessment and Policy. (2009, p. 31)
1. **CARBON DIOXIDE (CO₂) CONCENTRATIONS – global observed trends and future projections**

**Observed Trends**

- **Overall change:** Atmospheric CO₂ concentrations in March 2011 were approximately 392 parts per million (ppm), four times higher than any level in the past 650,000 years and 41% higher than the pre-industrial value (278 ppm). Current CO₂ concentrations are about 3.4 percent higher than the 2005 concentration reported by the IPCC’s Fourth Assessment Report (AR4: 379 ± 0.65 ppm). From 2000-2004, the actual emissions trajectory was close to that of the high-emissions A1F1 scenario.

- **Annual growth rates**
  - 1960-2005: CO₂ concentrations grew 1.4 ppm per year, on average.
  - 1995-2005: CO₂ concentrations grew 1.9 ppm per year, on average. This is the most rapid rate of growth since the beginning of continuous direct atmospheric measurements, although there is year-to-year variability in growth rates.
  - 2000-2004: the emissions growth rate (>3%/yr) exceeded that of the highest-emissions IPCC scenario (A1F1).
  - 2010: the annual mean rate of growth of CO₂ concentrations was 2.68 ppm.

---

44 NOAA. *Trends in Atmospheric Carbon Dioxide (website).* (2011)
45 CIG. *Climate Change: Future Climate Change in the Pacific Northwest (website).* (2008).
46 Forster et al. (2007, p. 141)
47 Forster et al. (2007, p. 141)
50 IPCC. (2007f, p. 2)
51 *IPCC. (2007f, p. 2)
52 Raupach et al. (2007)
53 NOAA. *Trends in Atmospheric Carbon Dioxide: Global (website).* (2011)
Box 2. The Special Report on Emissions Scenarios (SRES).

Changes in greenhouse gas (GHG, e.g. carbon dioxide, CO₂) and sulfate aerosol emissions are based on different assumptions about future population growth, socio-economic development, energy sources, and technological progress. Because we do not have the advantage of perfect foresight, a range of assumptions about each of these factors are made to bracket the range of possible futures, i.e. scenarios. Individual scenarios, collectively referred to as the IPCC Special Report on Emissions Scenarios or SRES scenarios, are grouped into scenario “families” for modeling purposes. Forty individual emissions scenarios are grouped into six families: A1F1, A1B, A1T, A2, B1, and B2. The “A” families are more economic in focus than the “B” families, which are more environmentally focused. The A1 and B1 families are more global in focus compared to the more regional A2 and B2. All scenarios are assumed to be equally valid, with no assigned probabilities of occurrence. While the scenarios cover multiple GHGs and multiple drivers are used to project changes, this report focuses on CO₂ because it is the major driver of ocean acidification, as well as other climate change impacts, and is tightly coupled with many ecological processes.

- The A1 scenarios (A1F1, A1B, and A1T) assume rapid economic growth, a global population that peaks in mid-century, and rapid introduction of new and more efficient technologies. They are differentiated by assumptions about the dominant type of energy source: the fossil-intensive A1F1, non-fossil intensive A1T, and mixed energy source A1B scenarios. Cumulative CO₂ emissions from 1990 to 2100 for the A1T, A1B, and A1F1 scenarios are 1061.3 Gigatons of carbon (GtC), 1492.1 GtC, and 2182.3 GtC, respectively. These correspond to a low-, medium-high, and high-emissions scenario, respectively.

- The B1 scenario assumes the same population as A1, but with more rapid changes toward a service and information economy. This is a low-emissions scenario: cumulative CO₂ emissions from 1990 to 2100 are 975.9 GtC.

- The B2 scenario describes a world with intermediate population and economic growth, emphasizing local solutions to sustainability. Energy systems differ by region, depending on natural resource availability. This is a medium-low emissions scenario: cumulative CO₂ emissions from 1990 to 2100 are 1156.7 GtC.

- The A2 scenario assumes high population growth, slow economic development, and slow technological change. Resource availability primarily determines the fuel mix in different regions. This is a high-emissions scenario: cumulative CO₂ emissions from 1990 to 2100 are 1855.3 GtC.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Cumulative CO₂ emissions (GtC), 1990-2100</th>
<th>Population Growth Rate</th>
<th>Economic Development Rate</th>
<th>Fuels used</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1F1</td>
<td>2182.3</td>
<td>Peaks in mid-21st century</td>
<td>Rapid</td>
<td>Fossil fuel intensive</td>
</tr>
<tr>
<td>A1B</td>
<td>1492.1</td>
<td>Peaks in mid-21st century</td>
<td>Rapid</td>
<td>Mixed energy sources</td>
</tr>
<tr>
<td>A1T</td>
<td>1061.3</td>
<td>Peaks in mid-21st century</td>
<td>Rapid</td>
<td>Non-fossil fuel intensive</td>
</tr>
<tr>
<td>A2</td>
<td>1855.3</td>
<td>High</td>
<td>Slow</td>
<td>Determined by resource availability</td>
</tr>
<tr>
<td>B2</td>
<td>1156.7</td>
<td>Intermediate</td>
<td>Intermediate</td>
<td>Determined by resource availability</td>
</tr>
<tr>
<td>B1</td>
<td>975.9</td>
<td>Peaks in mid-21st century</td>
<td>Rapid – toward service &amp; information economy</td>
<td>Non-fossil fuel intensive</td>
</tr>
</tbody>
</table>

Future Projections

- Compared to the concentration in 2005 (~379 ppm), atmospheric CO\textsubscript{2} concentrations are projected to increase over the period 2000-2100 across all six SRES scenarios\textsuperscript{54} from a low of about 600 ppm under the A1T, B1, and B2 scenarios to a high of about 1000 ppm in the A1F1 scenario.\textsuperscript{55}
- Note: Most projections in this chapter are based on climate modeling and a number of emissions scenarios developed by the Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES, see Box 2 and Appendix 3 for further information).\textsuperscript{56}

**Box 3. Why are CO\textsubscript{2} concentrations, air temperature, and precipitation important?**

- Increasing carbon dioxide concentrations in the atmosphere contribute to the greenhouse effect, leading to increases in global average air temperature. Increased carbon dioxide levels in the atmosphere also drive the acidification of the ocean.
- Air temperature is important because increases in air temperature are reflected in increasing sea surface temperature, drive sea level rise, and because warmer air holds more water vapor. Air temperature affects wind patterns, which affect ocean currents, storm patterns, upwelling, and sea level rise.
- Precipitation is important because its type (e.g. rain vs. snow), amount, frequency, duration, and intensity affects other hydrologic processes such as the amount and timing of freshwater inflow into coastal regions, which in turn affects the incidence and severity of hypoxic events.
- Together, temperature, precipitation, and CO\textsubscript{2} concentrations affect the land (e.g. coastal erosion), coastal environment (e.g. inundation due to sea level rise), open ocean (e.g. storm frequency and intensity) and the habitats and biological communities dependent on each.

Sources: see, for example, Pew (2011); Trenberth et al. (2007); Grantham et al. (2004); Hauri et al. (2009); Nicholls and Cazenave (2010); Feely, Doney, and Cooley (2009); Glick, Clough, and Nunley (2007)

\textsuperscript{54} Meehl et al. *Climate Change 2007: The Physical Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change.* (2007, p. 803). This information has been extrapolated from Figure 10.26 by the authors of this report.

\textsuperscript{55} Meehl et al. (2007, p. 803). This information has been extrapolated from Figure 10.26 by the authors of this report.

\textsuperscript{56} IPCC. *Climate Change 2007: Synthesis Report.* (2007c, p. 44)
2. **TEMPERATURE – global and regional observed trends and future projections**

**Observed Trends**

**Globally**

- In 2010, the combined land and ocean global surface temperature was 58.12°F (14.52°C; NCDC dataset). This is tied with 2005 as the warmest year on record, at 1.12°F (0.62°C) above the 20th century average of 57.0°F (13.9°C; NCDC dataset). The range associated with this value is plus or minus 0.13°F (0.07°C; NCDC dataset).
  - From 1850 through 2006, 11 of the 12 warmest years on record occurred from 1995 to 2006.
  - In 2010, Northern Hemisphere combined land and ocean surface temperature was the warmest on record: 1.31°F (0.73°C) above the 20th century average (NCDC dataset).
- From 1906 to 2005, global average surface temperature increased ~1.34°F ± 0.33°F (0.74°C ± 0.18°C).
  - From the 1910s to 1940s, an increase of 0.63°F (0.35°C) was observed. Then, about a 0.2°F (0.1°C) decrease was observed over the 1950s and 1960s, followed by a 0.99°F (0.55°C) increase between the 1970s and the end of 2006 (Figure 4).
- The 2001-2010 decadal land and ocean average temperature trend was the warmest decade on record for the globe: 1.01°F (0.56°C) above the 20th century average (NCDC dataset).
  - From 1906-2005, the decadal trend increased ~0.13°F ± 0.04°F (0.07°C ± 0.02°C) per decade. From 1955-2005, the decadal trend increased ~0.23°F ± 0.05°F (0.13°C ± 0.03°C) per decade.
- Warming has been slightly greater in the winter months from 1906 to 2005 (December to March in the northern hemisphere; June through August in the southern hemisphere). Analysis of long-term changes in daily temperature extremes show that, especially since the 1950s, the number of very cold days and nights has decreased and the number of extremely hot days and warm nights has increased.

---

57 NOAA. *State of the Climate Global Analysis 2010 (website).* (2011)
58 NOAA. (2011)
59 NOAA. (2011)
61 NOAA. (2011)
63 Trenberth et al. (2007, p. 252)
64 Trenberth et al. (2007, p. 252)
65 NOAA. (2011)
66 Trenberth et al. (2007, p. 237)
67 Trenberth et al. (2007, p. 237)
68 *Trenberth et al. (2007, p. 252)
69 *Trenberth et al. (2007, p. 252)
Southcentral and Southeast Alaska

- Annual average temperature has increased 3.4°F (~1.9°C) over the last fifty years, while winters have warmed even more, by 6.3°F (3.5°C).\(^7^0\) The time period over which trends are computed is not provided. However, compared to a 1960s-1970s baseline, the average temperature from 1993 to 2007 was more than 2°F (1.1°C) higher.\(^7^1\)
  - Annual average temperature increased 3.2°F (1.8°C) in Juneau over 1949-2009.\(^7^2\) From 1971 to 2000, temperatures in Anchorage increased by 2.26°F (1.27°C).\(^7^3\)
- From 1949 to 2009, winter temperatures increased the most, followed by spring, summer, and autumn temperatures.\(^7^4\) For example, in Juneau, winter temperatures increased by 6.2°F (3.4°C), spring temperatures increased by 2.9°F (1.6°C), summer temperatures increased by 2.2°F (1.2°C), and autumn temperatures increased 1.4°F (0.8°C).\(^7^5\)
- A comparison of official data from the National Climatic Data Center (NCDC) for 1971-2000 and unofficial National Weather Service (NWS) data for 1981-2010 for Juneau, Alaska indicates average annual, warm season (April – September), and cold season (October – March) temperatures have increased from 1971-2000 to 1981-2010 (Table 1):\(^7^6\)

---

\(^7^0\) Karl, Melillo and Peterson. *Global Climate Change Impacts in the United States.* (2009, p. 139). The report does not provide a year range for this information. The authors cite Fitzpatrick et al. (2008) for this information.

\(^7^1\) Karl, Melillo and Peterson. (2009, p. 139). See the figure entitled *Observed and Projected Temperature Rise.*

\(^7^2\) Alaska Climate Research Center. *Temperature Change in Alaska* (website). (2009)

\(^7^3\) Alaska Center for Climate Assessment and Policy. *Climate Change Impacts on Water Availability in Alaska* (presentation). (2009, p. 4)

\(^7^4\) Alaska Climate Research Center. (2009)

\(^7^5\) Alaska Climate Research Center. (2009)

\(^7^6\) This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.
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- Annual: +0.6°F (+0.33°C), from 41.5°F (5.28°C) to 42.1°F (5.61°C).\(^ {77}\)
- April-September: +0.2°F (+0.1°C), from 50.9°F (10.5°C) to 51.1°F (10.6°C).\(^ {78}\)
- October-March: +0.8°F (+0.444°C), from 32.1°F (0.056°C) to 32.9°F (0.500°C).\(^ {79}\)

### Table 1. Annual and seasonal temperature trends for Juneau, AK over two thirty-year time periods.

<table>
<thead>
<tr>
<th></th>
<th>1971-2000* °F (°C)</th>
<th>1981-2010* °F (°C)</th>
<th>Absolute Change °F (°C)</th>
<th>Percent Change†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>41.5 (5.28)</td>
<td>42.1 (5.61)</td>
<td>+0.6 (+0.33)</td>
<td>+1.45</td>
</tr>
<tr>
<td>Average maximum</td>
<td>47.6 (8.67)</td>
<td>48.1 (8.94)</td>
<td>+0.5 (+0.27)</td>
<td>+1.05</td>
</tr>
<tr>
<td>Average minimum</td>
<td>35.3 (1.83)</td>
<td>36.1 (2.28)</td>
<td>+0.8 (+0.45)</td>
<td>+2.27</td>
</tr>
<tr>
<td><strong>Warm season (April – Sept)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>50.9 (10.5)</td>
<td>51.1 (10.6)</td>
<td>+0.2 (+0.1)</td>
<td>+0.393</td>
</tr>
<tr>
<td>Average maximum</td>
<td>58.2 (14.6)</td>
<td>58.3 (14.6)</td>
<td>+0.1 (0.06)</td>
<td>+0.172</td>
</tr>
<tr>
<td>Average minimum</td>
<td>43.5 (6.39)</td>
<td>44.0 (6.67)</td>
<td>+0.5 (+0.28)</td>
<td>+1.15</td>
</tr>
<tr>
<td><strong>Cold season (Oct – March)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>32.1 (0.0556)</td>
<td>32.9 (0.50)</td>
<td>+0.8 (+0.444)</td>
<td>+2.49</td>
</tr>
<tr>
<td>Average maximum</td>
<td>37.0 (2.78)</td>
<td>37.7 (3.17)</td>
<td>+0.7 (+0.39)</td>
<td>+1.89</td>
</tr>
<tr>
<td>Average minimum</td>
<td>27.2 (-2.67)</td>
<td>28.1 (-2.17)</td>
<td>+0.9 (+0.50)</td>
<td>+3.31</td>
</tr>
</tbody>
</table>

*Data for 1971-2000 are official data from the National Climatic Data Center (NCDC). Data for 1981-2010 are preliminary, unofficial data acquired from Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on May 12, 2011. The official data for 1981-2010 are scheduled for release by NCDC in July 2011. The table was created by the authors of this report and approved by Tom Ainsworth and Rick Fritsch on June 10, 2011.

†Percent change reflects the relative increase or decrease from 1971-2000 to 1981-2010.

Western British Columbia

- Observed trends in the annually averaged daily minimum, mean, and maximum temperatures from 1950 to 2006 are available for four stations along the BC coast (Table 2).\(^ {80}\)

---

\(^ {77}\) This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.

\(^ {78}\) This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.

\(^ {79}\) This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Abbotsford Airport, near Vancouver</th>
<th>Comox Airport, east Vancouver Island</th>
<th>Port Hardy Airport, NE Vancouver Island</th>
<th>Victoria Airport, near Victoria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum</td>
<td>Minimum</td>
<td>Minimum</td>
<td>Minimum</td>
</tr>
<tr>
<td></td>
<td>0.72 (0.40)</td>
<td>0.58 (0.32)*</td>
<td>0.38 (0.21)*</td>
<td>0.40 (0.22)*</td>
</tr>
<tr>
<td></td>
<td>1.58 (0.88)</td>
<td>0.40 (0.22)*</td>
<td>0.43 (0.24)*</td>
<td>0.36 (0.20)*</td>
</tr>
<tr>
<td></td>
<td>0.86 (0.48)</td>
<td>0.79 (0.44)*</td>
<td>0.50 (0.28)*</td>
<td>0.63 (0.35)*</td>
</tr>
<tr>
<td></td>
<td>0.58 (0.32)</td>
<td>0.65 (0.36)*</td>
<td>0.45 (0.25)*</td>
<td>0.45 (0.25)</td>
</tr>
<tr>
<td></td>
<td>0.23 (0.13)</td>
<td>0.38 (0.21)*</td>
<td>0.27 (0.15)</td>
<td>0.20 (0.11)*</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td></td>
<td>0.59 (0.33)*</td>
<td>0.41 (0.23)*</td>
<td>0.34 (0.19)*</td>
<td>0.45 (0.25)</td>
</tr>
<tr>
<td></td>
<td>0.52 (0.29)*</td>
<td>0.40 (0.22)*</td>
<td>0.49 (0.27)*</td>
<td>0.40 (0.22)*</td>
</tr>
<tr>
<td></td>
<td>0.68 (0.38)*</td>
<td>0.79 (0.44)*</td>
<td>0.36 (0.20)</td>
<td>0.58 (0.32)*</td>
</tr>
<tr>
<td></td>
<td>0.74 (0.41)</td>
<td>0.65 (0.36)*</td>
<td>0.31 (0.17)</td>
<td>0.52 (0.29)*</td>
</tr>
<tr>
<td></td>
<td>0.27 (0.15)</td>
<td>0.38 (0.21)*</td>
<td>0.14 (0.08)</td>
<td>0.22 (0.12)*</td>
</tr>
<tr>
<td></td>
<td>Maximum</td>
<td>Maximum</td>
<td>Maximum</td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td>0.20 (0.11)</td>
<td>0.23 (0.13)</td>
<td>0.23 (0.13)</td>
<td>0.43 (0.24)</td>
</tr>
<tr>
<td></td>
<td>1.13 (0.63)</td>
<td>0.31 (0.17)*</td>
<td>0.36 (0.20)</td>
<td>0.52 (0.29)</td>
</tr>
<tr>
<td></td>
<td>-0.41 (-0.23)</td>
<td>0.23 (0.13)</td>
<td>0.41 (0.23)</td>
<td>0.43 (0.24)</td>
</tr>
<tr>
<td></td>
<td>1.21 (0.67)</td>
<td>0.27 (0.15)</td>
<td>0.14 (0.08)</td>
<td>0.49 (0.27)</td>
</tr>
<tr>
<td></td>
<td>-0.76 (-0.42)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Asterisks indicate a statistically significant difference, meaning there is at least a 95% probability that the trend is not due to chance.

Source: Adapted from B.C. MoE. (2007, Table 1, p. 7-8) by authors of this report.
Pacific Northwest (Figure 5)

- Average 20th century warming was 1.64°F (0.91°C; the linear trend over the 1920-2000 period, expressed in degrees per century).81
- Warming over the 20th century varied seasonally, with average warming in winter being the largest (+3.3°F, +1.83°C), followed by summer (+1.93°F, +1.07°C), spring (+1.03°F, +0.57°C), and autumn (+0.32°F, +0.18°C).82 Data reflect the linear trend over the 1920-2000 period, expressed in degrees per century; data for summer are significant at the 0.05 level.83
- Increases in maximum and minimum temperatures in the cool (October-March) and warm (April-September) seasons from 1916 to 2003 and from 1947 to 2003 were observed (Table 3).84

When comparing the 1981-2010 climate normals (i.e., the 30-year average) to the 1971-2000 climate normals, both maximum and minimum temperatures are about 0.5°F (~0.3°C) warmer on average in the new normals across the United States.85 The averaged annual statewide increases in maximum and minimum temperatures observed over this period are:
  - Maximum: +0.3 to +0.5°F (~+0.2 to 0.3°C) in Washington and Oregon.86
  - Minimum: +0.3 to +0.5°F (~+0.2 to 0.3°C) in Washington and +0.1 to +0.3°F (~+0.06 to 0.3°C) in Oregon.87

---

81 Mote (2003, Fig. 6, p. 276)
82 Mote (2003, Fig. 6, p. 276)
83 Mote (2003, Fig. 6, p. 276)
84 Hamlet et al. Twentieth-century trends in runoff, evapotranspiration, and soil moisture in the western United States. (2007, Table 1, p. 1475).
86 *NOAA. (2011, Fig. 1)
87 *NOAA. (2011, Fig. 2)
Northwest California

- PRISM data (a climate-mapping system) suggest that most of the Six Rivers National Forest area, located in northwestern California, experienced increases in mean annual temperature of about 1.8°F (1°C) between the 1930s and 2000s, although some coastal areas have seen a slight decrease in temperature.\(^8\) Average temperatures at the Orleans station increased approximately 2°F (1.1°C) in the period from 1931 to 2009 (1931 baseline: ~56.2°F, or ~13°C).\(^9\) The trend is driven by a highly significant increase in mean minimum (i.e., nighttime) temperature, which rose by almost 4°F (2.2°C) between 1931 and 2009 (1931 baseline: ~42°F, or ~5.5°C).\(^9\) Note: For a figure showing mean annual temperature and annual temperature seasonality from 1971 to 2000, please see Figure S1 in the link included in the footnote.\(^9\)

| Table 3. Regional-scale maximum and minimum temperature trends during 1916-2003 and 1947-2003 for the cool season (October-March) and warm season (April-September) in the Pacific Northwest.  
(°F per century with °C per century in parentheses; trends extrapolated from 1916-2003 and 1947-2003 data records)  
Source: Modified from Hamlet et al. (2007, Table 1, p. 1475) by authors of this report. |
| Maximum temperature | October-March | 1916-2003 | 1.82 (1.01) | 1947-2003 | 3.47 (1.93) |
| | April-September | 1916-2003 | 0.40 (0.22) | 1947-2003 | 2.68 (1.49) |
| Minimum temperature | October-March | 1916-2003 | 3.01 (1.67) | 1947-2003 | 4.09 (2.27) |
| | April-September | 1916-2003 | 2.43 (1.35) | 1947-2003 | 3.47 (1.93) |

\(^8\) Butz and Safford. *A summary of current trends and probable future trends in climate and climate-driven processes for the Six Rivers National Forest and surrounding lands (pdf).* (2010, p. 1). Butz and Safford refer the reader to Figure 1 in the cited report.

\(^9\) Butz and Safford. (2010, p. 1). Butz and Safford refer the reader to Figure 1 in the cited report. For the 1931 baseline, please see Figure 2 in the cited report.

\(^9\) Butz and Safford. (2010, p. 1). Butz and Safford refer the reader to Figure 2 in the cited report.

- When comparing the 1981-2010 climate normals (i.e., the 30-year average) to the 1971-2000 climate normals, both maximum and minimum temperatures are about 0.5°F (~0.3°C) warmer on average in the new normals across the United States.\(^92\) The averaged annual increase in maximum and minimum temperatures in California observed over this period are:
  - **Maximum:** +0.3 to +0.5°F (~+0.2-0.3°C).\(^93\)
  - **Minimum:** +0.3 to +0.5°F (~+0.2-0.3°C).\(^94\)

### Future Projections


Globally (1980 – 1999 baseline)

- Even if greenhouse gas (GHG) concentrations were stabilized at year 2000 levels (not currently the case), an increase in global average temperature would still occur: 0.67°F (0.37°C) by 2011-2030, 0.85°F (0.47°C) by 2046-2065, 1.01°F (0.56°C) by 2080-2099, and 1.1°F (0.6°C) by 2090-2099 (all compared to a 1980-1999 baseline).\(^95,96\)
- Global average temperatures are projected to increase at least 3.2°F (1.8°C) under the B1 scenario and up to 7.2°F (4.0°C) under the A1F1 scenario by 2090-2099 compared to a 1980-1999 baseline.\(^97\) The range of projected temperature increases is 2.0°F (1.1°C) to 11.5°F (6.4°C) by 2090-2099, compared to a 1980-1999 baseline (Figure 6).\(^98\)
- A study by Arora et al. (2011) suggests that limiting warming to roughly 3.6°F (2.0°C) by 2100 is unlikely since it requires an immediate ramp down of emissions followed by ongoing carbon sequestration after 2050.\(^99\)

---

92 *NOAA. (2011)
93 *NOAA. (2011, Fig. 1)
94 *NOAA. (2011, Fig. 2)
95 *IPCC. *Climate Change 2007: Synthesis Report: Summary for Policymakers.* (2007f, p. 8). See Figure SPM.1 for the information for 2090-2099.
96 Meehl et al. *Climate Change 2007: The Physical Science Basis.* (2007). Data for 2011-2030, 2046-2065, 2080-2099, and 2180-2199 were reproduced from Table 10.5 on p. 763. Data for 2090-2099 were obtained from p. 749.
99 AOGCMs are Atmosphere Ocean General Circulation Models.
99 *Arora et al. Carbon emission limits required to satisfy future representative concentration pathways of greenhouse gases.* (2011)
Figure 6. Solid lines are multi-model global averages of surface warming (relative to 1980–1999) for the scenarios A2, A1B and B1, shown as continuations of the 20th century simulations. Shading denotes the ±1 standard deviation range of individual model annual averages. The orange line is for the experiment where concentrations were held constant at year 2000 values. The grey bars at right indicate the best estimate (solid line within each bar) and the likely range assessed for the six SRES marker scenarios. The assessment of the best estimate and likely ranges in the grey bars includes the AOGCMs in the left part of the figure, as well as results from a hierarchy of independent models and observational constraints. [Figures 10.4 and 10.29] Source: IPCC. (2007f, Fig. SPM.5, p. 14)

Southcentral and Southeast Alaska (1960s-1970s baseline)
- By 2020, compared to a 1960-1970s baseline, average annual temperatures in Alaska are projected to rise 2.0°F to 4.0°F (1.1-2.2°C) under both the low-emissions B1 scenarios and higher-emissions A2 scenario.100
- By 2050, average annual temperatures in Alaska are projected to rise 3.5°F to 6°F (1.9-3.3°C) under the B1 scenario, and 4°F to 7°F (2.2-3.9°C) under the A2 scenario (1960-1970s baseline).101 Later in the century, increases of 5°F to 8°F (2.8-4.4°C) are projected under the B1 scenario, and increases of 8°F to 13°F (4.4-7.2°C) are projected under the A2 scenario (1960-1970s baseline).102
- On a seasonal basis, Alaska is projected to experience far more warming in winter than summer, whereas most of the United States is projected to experience greater warming in summer than in winter.103
- No data were found for mean temperatures associated with the ranges reported here.

Western British Columbia (1961-1990 baseline)
- Along the North Coast by the 2050s, annual air temperature is projected to increase 2.5˚F (1.4˚C) compared to a 1961-1990 baseline (multi-model average; scenarios not provided).104 Along the South Coast, annual air temperature is projected to increase 2.7˚F (1.5˚C) compared to a 1961-

---

100 Karl, Melillo and Peterson. (2009, p. 139). See the figure titled Observed and Projected Temperature Rise (section on Regional Impacts: Alaska).
101 Karl, Melillo and Peterson. (2009, p. 139)
102 Karl, Melillo and Peterson. (2009, p. 139)
103 Karl, Melillo and Peterson. (2009)
1990 baseline (multi-model average; scenarios not provided).\textsuperscript{105} The North Coast extends from the border with Alaska to just north of Vancouver Island; the South Coast extends to the Washington border.\textsuperscript{106}

- Along the North Coast by 2050, seasonal projections are as follows compared to a 1961-1990 baseline (multi-model average; scenarios not provided):
  - In winter, temperatures are projected to increase 0°F to 6.3°F (0-3.5°C), and
  - In summer, temperatures are projected to increase 2.7°F to 5.4°F (1.5-3°C).\textsuperscript{107}

- Along the South Coast by 2050, seasonal projections are as follows compared to a 1961-1990 baseline (multi-model average; scenarios not provided):
  - In winter, temperatures are projected to increase 0°F to 5.4°F (0-3°C), and
  - In summer, temperatures are projected to increase 2.7°F to 9.0°F (1.5-5°C).\textsuperscript{108}

**Pacific Northwest (1970-1999 baseline)**

- Average annual temperature could increase beyond the range of year-to-year variability observed during the 20\textsuperscript{th} century as early as the 2020s.\textsuperscript{109} Annual temperatures, averaged across all climate models under the A1B and B1 scenarios, are projected to increase as follows (1970-1999 baseline):
  - By the 2020s: 2.0°F (1.1°C), with a range of 1.1°F to 3.4°F (0.61-1.9°C),
  - By the 2040s: 3.2°F (1.8°C), with a range of 1.6°F to 5.2°F (0.89-2.89°C), and
  - By the 2080s: 5.3°F (~3.0°C), with a range of 2.8°F to 9.7°F (1.56-5.4°C).\textsuperscript{110}

- Seasonal temperatures, averaged across all models under the B1 and A1B scenarios, are projected to increase as described in Table 4 (compared to a 1970-1999 baseline).

<table>
<thead>
<tr>
<th>Table 4. Projected multi-model average temperature increases, relative to the 1970-1999 mean. (°F with °C in parentheses) Source: Modified from Mote and Salathé, Jr. (2010, Fig. 9, p. 42) by authors of this report. Please see Figure 9 in the cited report for the range of each average shown below.</th>
<th>2020s</th>
<th>2040s</th>
<th>2080s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B1</td>
<td>A1B</td>
<td>B1</td>
</tr>
<tr>
<td>Winter (Dec-Feb)</td>
<td>2.0 (1.1)</td>
<td>2.2 (1.2)</td>
<td>2.9 (1.6)</td>
</tr>
<tr>
<td>Spring (March-May)</td>
<td>1.8 (1.0)</td>
<td>1.8 (1.0)</td>
<td>2.5 (1.4)</td>
</tr>
<tr>
<td>Summer (June-Aug)</td>
<td>2.3 (1.3)</td>
<td>3.1 (1.7)</td>
<td>3.4 (1.9)</td>
</tr>
<tr>
<td>Fall (Sept-Nov)</td>
<td>1.8 (1.0)</td>
<td>2.0 (1.1)</td>
<td>2.7 (1.5)</td>
</tr>
</tbody>
</table>

---

\textsuperscript{105} Pike et al. (2010, Table 19.3, p. 711)

\textsuperscript{106} Please see the map available at [http://pacificclimate.org/resources/publications/mapview](http://pacificclimate.org/resources/publications/mapview) (accessed 3.16.2011).

\textsuperscript{107} B.C. Ministry of Environment. *Alive and Inseparable: British Columbia’s Coastal Environment: 2006*. (2006, Table 10, p. 113). The authors make the following note: From data in the Canadian Institute for Climate Studies, University of Victoria ([www.cics.uvic.ca](http://www.cics.uvic.ca)) study of model results from eight global climate modelling centres. A total of 25 model runs using the eight models were used to determine the range of values under different IPCC emission scenarios (Nakicenovic and Swart 2000).

\textsuperscript{108} B.C. Ministry of Environment. (2006, Table 10, p. 113). The authors make the following note: From data in the Canadian Institute for Climate Studies, University of Victoria ([www.cics.uvic.ca](http://www.cics.uvic.ca)) study of model results from eight global climate modelling centres. A total of 25 model runs using the eight models were used to determine the range of values under different IPCC emission scenarios (Nakicenovic and Swart 2000).

\textsuperscript{109} *CIG. Climate Change Scenarios: Future Northwest Climate (website).* (2008)

\textsuperscript{110} CIG. *Climate Change: Future Climate Change in the Pacific Northwest (website).* (2008, Table 3)
In another look at the Pacific Northwest by the 2080s, temperatures are projected to increase 2.7 to 10.4 °F (1.5-5.8 °C), with a multi-model average increase of 4.5°F (2.5°C) under the B1 scenario and 6.1°F (3.4°C) under the A1B scenario (1970-1999 baseline).111


- Compared to a 1961-1990 baseline under the B1 and A2 scenarios, California-wide annual average temperatures are projected to increase as follows:
  - By 2050: 1.8 to 5.4 °F (1-3 °C), and
  - By 2100: 3.6 to 9 °F (2-5 °C).112
- In northwestern California, regional climate models project mean annual temperature increases of 3.1 to 3.4°F (1.7-1.9°C) by 2070 (no baseline provided).113 In contrast, Ackerly et al. (2010) project a mean annual temperature increase of more than 3.6°F (2°C) but less than 5.4°F (3°C) by 2070-2099 (Figure 7; 1971-2000 baseline).114
  - By 2070, mean diurnal (i.e., daily) temperature range is projected to increase by 0.18 to 0.36°F (0.1-0.2°C) based on two regional climate models.115 No baseline was provided.
- In northern California, Cayan et al. (2008) project average annual temperature increases of 2.7°F (1.5°C) or 4.9°F (2.7°C) under the B1 scenario (PCM and GFDL models, respectively) and 4.7°F (2.6°C) or 8.1°F (4.5°C) (PCM and GFDL models, respectively) under the A2 scenario by 2070-2099 (1961-1990 baseline).116
- Seasonally, the projected impacts of climate change on thermal conditions in northwestern California will be warmer winter temperatures, earlier warming in the spring, and increased summer temperatures.117 Average seasonal temperature projections in northern California are as follows (1961-1990 baseline):118
  - Winter projections:
    - 2005-2034: at least ~0.18°F (0.1°C; A2, PCM model) and up to 2.5°F (1.4°C; A2, GFDL model).
    - 2035-2064: at least 1.6°F (0.9°C; A2, PCM model) and up to 4.3°F (2.4°C; B1, PCM model).
    - 2070-2099: at least 3.1°F (1.7°C; B1, PCM model) and up to 6.1°F (3.4°C; A2, GFDL model).

---

111 Mote, Gavin and Huyer. Climate change in Oregon’s land and marine environment. (2010, p. 21)
112 California Natural Resources Agency. 2009 California Climate Adaptation Strategy: A Report to the Governor of the State of California in Response to Executive Order S-13-2008. (2009, p. 16-17). Figure 5 (p. 17) indicates projections are compared to a 1961-1990 baseline.
114 Ackerly et al. (2010, Fig. S2, p. 9). Ackerly et al. use bias-corrected and spatially downscaled future climate projections from the CMIP-3 multi-model dataset. Data are downscaled to 1/8th degree spatial resolution (see p. 2).
115 °Port Reyes Bird Observatory. Projected effects of climate change in California: Ecoregional summaries emphasizing consequences for wildlife. Version 1.0 (pdf). (2011, p. 8). This data was based on two regional climate models presented in Stralberg et al. (2009).
116 Cayan et al. Climate change scenarios for the California region. (2008, Table 1, p. S25)
117 °Port Reyes Bird Observatory. (2011, p. 8)
118 Cayan et al. (2008, Table 1, p. S25)
Summer projections:

- **2005-2034**: at least ~1°F (0.6°C; B1, PCM model) and up to 3.8°F (2.1°C; A2, GFDL model).
- **2035-2064**: at least ~2.0°F (1.1°C; B1, PCM model) and up to 6.1°F (3.4°C; A2, GFDL model).
- **2070-2099**: at least 2.9°F (1.6°C; B1, PCM model) and up to ~12°F (6.4°C; A1, GFDL model).

- Coastal regions are likely to experience less pronounced warming than inland regions.\(^{119}\)

---

**Figure 7.** Changes in (A) mean annual temperature and (B) temperature seasonality, averaged over 16 GCMs, A1B scenario, for 2070-2099 (1971-2000 baseline).

*Source: Reproduced from Ackerly et al. (2010, Fig. S2, p. 9) by authors of this report.*

*Note: Temperature seasonality is the standard deviation of monthly means. Lower values indicate temperature varies less throughout the year, i.e. temperature is more constant throughout the year in blue areas than in yellow and red areas.*

---

3. PRECIPITATION – global and regional observed trends and future projections

Observed Trends

Note: Please see Box 4 for information on extreme precipitation in the NPLCC region.

Global (see also: projections below)

- Atmospheric moisture amounts are generally observed to be increasing after about 1973 (prior to which reliable atmospheric moisture measurements, i.e. moisture soundings, are mostly not available).  
- Most of the increase is related to temperature and hence to atmospheric water-holding capacity, i.e. warmer air holds more moisture.

Southcentral and Southeast Alaska

- In southeast Alaska from 1949 to 1998, mean total annual precipitation was at least 39 inches (1000 mm). The maximum annual precipitation over this period was 219 inches (5577 mm) at the Little Port Walter station on the southeast side of Baranof Island about 110 miles (177 km) south of Juneau.
- In southcentral Alaska from 1949 to 1998, mean total annual precipitation was at least 32 inches (800 mm) and up to 39 inches (1000 mm).
- A comparison of official data from the National Climatic Data Center (NCDC) for 1971-2000 and unofficial National Weather Service (NWS) data for 1981-2010 for Juneau, Alaska indicates annual, warm season, and cold season precipitation increased. The official NCDC record indicates average snowfall increased from 1971-2000 to 1981-2010, but the local NWS database indicates average snowfall decreased over the same time periods (Table 5, see notes). In addition:
  - The date of first freeze occurred, on average, one day earlier over 1981 to 2010 than over 1971 to 2000, on October 3 instead of October 4.
  - The date of last freeze occurred two days earlier, on average, over 1981 to 2010 than over 1971 to 2000, on May 6 instead of May 8.

---

120 Trenberth et al. The changing character of precipitation. (2003, p. 1211). The authors cite Ross and Elliott (2001) for this information.
121 Trenberth et al. (2003, p. 1211)
122 Stafford, Wendler and Curtis. Temperature and precipitation of Alaska: 50 year trend analysis. (2000, Fig. 7, p. 41).
123 Stafford, Wendler and Curtis. (2000, Fig. 7, p. 41)
124 Stafford, Wendler and Curtis. (2000, Fig. 7, p. 41)
125 This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.
126 This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.
127 This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.
128 This information was obtained from and approved by Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on June 10, 2011.
### Table 5. Annual and seasonal precipitation and date of freeze trends for Juneau, AK over two thirty-year time periods.

<table>
<thead>
<tr>
<th>Annual and date of freeze trends</th>
<th>1971-2000* inches (cm)</th>
<th>1981-2010* inches (cm)</th>
<th>Absolute Change inches (cm)</th>
<th>Percent Change†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total annual precipitation</td>
<td>58.33 (148.2)</td>
<td>62.17 (157.9)</td>
<td>+3.84 (+9.75)</td>
<td>+6.58</td>
</tr>
<tr>
<td>(including melted snow)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average snowfall (Jan-Dec, NWS/Juneau)</td>
<td>93.0* (236)</td>
<td>86.8 (220)</td>
<td>-6.2 (-16)</td>
<td>-6.7</td>
</tr>
<tr>
<td>Average snowfall (Jan-Dec, NCDC/Asheville)</td>
<td>84.1* (214)</td>
<td>N/A*</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Date of first freeze, on average</td>
<td>October 4</td>
<td>October 3</td>
<td>One day earlier</td>
<td>N/A</td>
</tr>
<tr>
<td>Date of last freeze, on average</td>
<td>May 8</td>
<td>May 6</td>
<td>Two days earlier</td>
<td>N/A</td>
</tr>
<tr>
<td>Warm season (April – Sept)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average seasonal precipitation</td>
<td>26.85 (68.20)</td>
<td>28.52 (72.44)</td>
<td>+1.67 (+4.24)</td>
<td>+6.22</td>
</tr>
<tr>
<td>(mostly rain)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average snowfall (NWS/Juneau)</td>
<td>1.0 (2.5)</td>
<td>1.1 (2.8)</td>
<td>+0.1 (+0.3)</td>
<td>+10</td>
</tr>
<tr>
<td>Average snowfall (NCDC/Asheville)</td>
<td>1.0 (2.5)</td>
<td>N/A*</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cold season (Oct – March)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average seasonal precipitation</td>
<td>31.48 (79.96)</td>
<td>33.65 (85.47)</td>
<td>+2.17 (+5.51)</td>
<td>+6.89</td>
</tr>
<tr>
<td>(mostly rain)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average snowfall (NWS/Juneau)</td>
<td>92.0* (234)</td>
<td>85.7 (218)</td>
<td>-6.3 (-16)</td>
<td>-6.8</td>
</tr>
<tr>
<td>Average snowfall (NCDC/Asheville)</td>
<td>83.1* (211)</td>
<td>N/A*</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*Data for 1971-2000 are official data from the National Climatic Data Center (NCDC). Data for 1981-2010 are preliminary, unofficial data acquired from Tom Ainsworth and Rick Fritsch (Meteorologists, NOAA/National Weather Service, Juneau) on May 12, 2011. The official data for 1981-2010 are scheduled for release by NCDC in July 2011. The table was created by the authors of this report and approved by Tom Ainsworth and Rick Fritsch on June 10, 2011.

†Percent change reflects the relative increase or decrease from 1971-2000 to 1981-2010.

#Two values for average snowfall for 1971-2000 are reported due to differences between the locally held National Weather Service (NWS) database in Juneau and the official NWS database in Asheville, North Carolina. Differences represent the quality assurance processing and filtering that occurs at the National Climatic Data Center (NCDC) in Asheville (the source of official U.S. climate data) as well as missing data in the NCDC record. The Juneau office of the NWS is investigating the discrepancy.

---

**Western British Columbia**

- Annual and seasonal precipitation trends over thirty, fifty, and 100-year time periods in the Georgia Basin and remaining coastal regions of B.C. within the NPLCC region are summarized in Table 6.\(^{129}\) The Georgia Basin includes eastern Vancouver Island and a small portion of the mainland east of Vancouver Island; the coastal region includes all remaining areas in B.C. within the NPLCC region.\(^{130}\)

---

\(^{129}\) Pike et al. (2010, Table 19.1, p. 701)  
\(^{130}\) Pike et al. (2010, Fig. 19.1, p. 702)
**Table 6.** Historical trends precipitation in 30-, 50-, and 100-year periods, calculated from mean daily values as seasonal and annual averages.

*Inches per month per decade, with millimeters per month per decade in parentheses*

*Source: Modified from Pike et al. (2010, Table 19.1, p. 701) by authors of this report.*

<table>
<thead>
<tr>
<th>Time period</th>
<th>Coastal B.C.</th>
<th>Georgia Basin</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Annual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-year: 1971-2004</td>
<td>0.064 (1.63)</td>
<td>-0.017 (-0.42)</td>
</tr>
<tr>
<td>50-year: 1951-2004</td>
<td>0.040 (1.01)</td>
<td>-0.017 (-0.43)</td>
</tr>
<tr>
<td>100-year: 1901-2004</td>
<td>0.089 (2.25)</td>
<td>0.047 (1.20)</td>
</tr>
<tr>
<td><strong>Winter (Dec-Feb)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-year: 1971-2004</td>
<td>-0.24 (-6.08)</td>
<td>-0.32 (-8.06)</td>
</tr>
<tr>
<td>50-year: 1951-2004</td>
<td>-0.12 (-3.06)</td>
<td>-0.21 (-5.35)</td>
</tr>
<tr>
<td>100-year: 1901-2004</td>
<td>0.13 (3.39)</td>
<td>0.070 (1.78)</td>
</tr>
<tr>
<td><strong>Summer (June-Aug)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-year: 1971-2004</td>
<td>0.14 (3.50)</td>
<td>-0.071 (-1.80)</td>
</tr>
<tr>
<td>50-year: 1951-2004</td>
<td>0.083 (2.11)</td>
<td>-0.011 (-0.27)</td>
</tr>
<tr>
<td>100-year: 1901-2004</td>
<td>0.036 (0.91)</td>
<td>0.034 (0.93)</td>
</tr>
</tbody>
</table>

**Pacific Northwest**

- Annual precipitation increased 12.9% (6.99”; 17.76 cm) from 1920 to 2000.\(^{131}\)
- Observed relative increases were largest in the spring (+37%; +2.87”; 7.29 cm), followed by winter (+12.4%; 2.47”; 6.27 cm), summer (+8.9%; +0.39”; 0.99 cm), and autumn (+5.8%; +1.27”; 3.22 cm) from 1920 to 2000.\(^{132}\) The spring trend (April-June) is significant at the p < 0.05 level.\(^{133}\)

---

\(^{131}\) Mote. *Trends in temperature and precipitation in the Pacific Northwest during the Twentieth Century.* (2003, p. 279)

\(^{132}\) Mote. (2003, p. 279)

\(^{133}\) Mote. (2003, p. 279)
Northwest California

- A preliminary study found annual precipitation increased 2 to 6 inches (~5-15cm) from 1925 to 2008. There also appears to be a shift in seasonality of precipitation: an increase in winter and early spring precipitation and a decrease in fall precipitation from 1925 to 2008.
- From 1925 to 2008, the daily rainfall totals show a shift from light rains to more moderate and heavy rains that is especially evident in northern regions.

The increase in precipitation intensity over this time period is similar to results from other regions of the United States.

Future Projections

**Note:** The studies presented here differ in the baseline used for projections. Baselines include 1961-1990 (BC, CA) and 1970-1999 (WA, OR).

**Note:** Please see Box 4 for information on extreme precipitation in the NPLCC region.

**Global**

- Global precipitation patterns are projected to follow observed recent trends, increasing in high latitudes and decreasing in most subtropical land regions. Overall, precipitation may be more intense, but less frequent, and is more likely to fall as rain than snow.

---

**Box 4. Trends and projections for extreme precipitation in the NPLCC region.**

**Trends.** In the Pacific Northwest, trends in extreme precipitation are ambiguous. Groisman et al. (2004) find no statistical significance in any season in the Pacific Northwest (1908-2000). Madsen and Figdor (2007) find a statistically significant increase of 18% (13-23%) in the Pacific states (WA, OR, CA), a statistically significant increase of 30% (19-41%) in Washington, and a statistically significant decrease of 14% (-4 to –24%) in Oregon (1948-2006). In southern British Columbia and along the North Coast, Vincent and Mekis (2006) report some stations showed significant increases in very wet days (the number of days with precipitation greater than the 95th percentile) and heavy precipitation days (≥0.39”, 1.0cm). A limited number of stations also showed significant decreases.

**Projections.** Precipitation patterns in the Northwest are expected to become more variable, resulting in increased risk of extreme precipitation events, including droughts. In northern California, daily extreme precipitation occurrences (99.9 percentile) are projected to increase from 12 occurrences (1961-1990) to 25 (+108%) or 30 (+150%) occurrences by 2070-2099 under A2 simulations in the PCM and GFDL models, respectively.

---

134 Mote et al. (2010, p. 17)
135 Groisman et al. (2004, Fig. 8, p. 71)
137 Vincent and Mekis. (2006, Fig. 5, p. 186)
138 Capalbo et al. (2010, p. 374)
139 Cayan et al. (2008, Table 4, p. S30). For the 99 percentile, the occurrence of extreme precipitation is projected to increase from 111 (1961-1990) to 161 (45%) or 127 (~14%) occurrences by 2070-2099 under A2 simulations in the PCM and GFDL models, respectively.
140 Killam et al. California rainfall is becoming greater, with heavier storms. (2010, p. 2)
141 *Killam et al. (2010, p. 4)
142 *Killam et al. (2010, p. 3)
143 *Killam et al. (2010, p. 3)
144 IPCC. (2007f, p. 8)
Note: There is greater confidence overall in projected temperature changes than projected changes in precipitation given the difficulties in modeling precipitation and the relatively large variability in precipitation (both historically and between climate model scenarios) compared with temperature.

Southcentral and Southeast Alaska (1961-1990 and 2000 baseline)

- Climate models project increases in precipitation over Alaska. Simultaneous increases in evaporation due to higher air temperatures, however, are expected to lead to drier conditions overall, with reduced soil moisture.
  - Using a composite of five Global Circulation Models (GCMs) under the A1B scenario, one study projects an average increase of 0.59 inches (15 mm) by 2090-2099 (1961-1990 baseline), from a mean of 3.1 inches (78 mm) in the 1961-1990 period to a mean of 3.7 inches (93 mm) in the 2090-2099 period, an approximately 19% increase from the 1961-1990 mean at the rate of approximately 0.059 inches per decade (+1.5 mm/decade).
- In the coastal rainforests of southcentral and southeast Alaska, precipitation during the growing season (time period between last spring freeze and first fall frost) is projected to increase approximately four inches (~100 mm, or 5.7%) from 2000 to 2099, from approximately 69 inches (~1750 mm) in 2000 to approximately 73 inches (1850 mm) in 2099 using a GCM composite (scenario not provided).

Western British Columbia (1961-1990 baseline)

- By the 2050s, annual precipitation is projected to increase 6% (range not provided) along the B.C. coast compared to a 1961-1990 baseline (multi-model average; scenarios not provided).
- Along the North Coast by the 2050s, seasonal projections are as follows compared to a 1961-1990 baseline (multi-model average; scenarios not provided):
  - In winter, precipitation is projected to increase 6% (0 to +25%).

---

146 CIG. *Climate Change: Future Climate Change in the Pacific Northwest (website)*. (2008) The authors cite the IPCC AR4, Chapter 8 of the Working Group I report, for this information.
147 Karl, Melillo and Peterson. (2009, p. 139)
148 Karl, Melillo and Peterson. (2009, p. 139). The authors cite Meehl et al. (2007) for this information.
150 Alaska Center for Climate Assessment and Policy. (2009, p. 13)
151 Alaska Center for Climate Assessment and Policy. (2009, p. 31)
152 Maps are also available for current and future mean annual temperature, date of thaw, date of freeze up, and length of growing season. The scenario and decadal options are the same as those described for precipitation.
153 Pike et al. (2010, Table 19.3, p. 711)
154 Pike et al. (2010, Table 19.3, p. 711)
155 B.C. Ministry of Environment. (2006, Table 10, p. 113). B.C. Ministry of Environment makes the following note: “From data in the Canadian Institute for Climate Studies, University of Victoria (www.cics.uvic.ca) study of model
In spring, precipitation is projected to increase 7% (range not provided).\textsuperscript{156}

In summer, precipitation is projected to decrease 8\%\textsuperscript{157} (-25 to +5\%).\textsuperscript{158}

In fall, precipitation is projected to increase 11\% (range not provided).\textsuperscript{159}

Along the South Coast by the 2050s, seasonal projections are as follows compared to a 1961-1990 baseline (multi-model average; scenarios not provided):

- In winter, precipitation is projected to increase 6\%\textsuperscript{160} (-10 to +25\%).\textsuperscript{161}
- In spring, precipitation is projected to increase 7\% (range not provided).\textsuperscript{162}
- In summer, precipitation is projected to decrease 13\%\textsuperscript{163} (-50 to 0\%).\textsuperscript{164}
- In fall, precipitation is projected to increase 9\% (range not provided).\textsuperscript{165}

Pacific Northwest (1970-1999 baseline)

- Annual average precipitation is projected to increase as follows (1970-1999 baseline):
  - By 2010-2039, precipitation is projected to increase 1\% (-9 to +12\%),
  - By 2030-2059, precipitation is projected to increase 2\% (-11 to +12\%), and
  - By 2070-2099, precipitation is projected to increase 4\% (-10 to +20\%).\textsuperscript{166}

- Winter projections are as follows (1970-1999 baseline):
  - In 2010-2039 and 2030-2059, 58 to 90\% of models project increases in precipitation.\textsuperscript{167}
  - In 2070-2099, an 8\% increase in precipitation is projected (small decrease to +42\%; 1.2 inches; ~3cm).\textsuperscript{168}

- Summer precipitation is projected to decrease 14\% by the 2080s, although some models project decreases of 20 to 40\% (1.2-2.4 inches; 3-6cm) compared to a 1970-1999 baseline.\textsuperscript{169}

- These regionally averaged precipitation projections reflect all B1 and A1B simulations, along with the weighted reliability ensemble average (REA, an average that gives more weight to models that perform well in simulating 20\textsuperscript{th} century climate).\textsuperscript{170}

---

results from eight global climate modelling centres. A total of 25 model runs using the eight models were used to determine the range of values under different IPCC emission scenarios (Nakicenovic and Swart 2000).”

\textsuperscript{156} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{157} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{158} B.C. Ministry of Environment. (2006, Table 10, p. 113)
\textsuperscript{159} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{160} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{161} B.C. Ministry of Environment. (2006, Table 10, p. 113)
\textsuperscript{162} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{163} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{164} B.C. Ministry of Environment. (2006, Table 10, p. 113).
\textsuperscript{165} Pike et al. (2010, Table 19.3, p. 711)
\textsuperscript{166} The range of precipitation reported here was obtained from the Climate Impacts Group. It can be found in a document titled \textit{Summary of Projected Changes in Major Drivers of Pacific Northwest Climate Change Impacts}. A draft version is available online at http://www.ecy.wa.gov/climatechange/2010TAGdocs/20100521_projecteddrivers.pdf (last accessed 1.5.2011).
\textsuperscript{167} Mote and Salathé Jr. \textit{Future climate in the Pacific Northwest.} (2010, p. 43-44)
\textsuperscript{168} Mote and Salathé Jr. (2010, p. 43-44)
\textsuperscript{169} Mote and Salathé Jr. (2010, p. 42)
\textsuperscript{170} Mote and Salathé Jr. (2010, p. 39)
Northwest California (1961-1990 baseline)

- Annual average precipitation is projected to decrease 12 to 35% by mid-century, with further decreases expected by 2070-2099 compared to a 1961-1990 baseline. Over 2005-2034, small to moderate decreases are projected compared to a 1961-1990 baseline. These projections are based on six climate models using the A2 and B1 emissions scenarios.

Information Gaps

- Information on seasonal temperature projections in California is needed.
- One reviewer suggested updated regional runs could be made for Oregon and Washington.
- Peterson and Schwing (2008) identify four categories of information needs for the California Current region (south of Vancouver, B.C.) – climate data, monitoring, models, and climate products and forecasts:
  - Climate data are needed to provide the climate forcing and environmental context for climate impacts on the CCE, for developing science-based operational indicators, and to provide continuity of satellite data and products.
  - Monitoring needs include large-scale monitoring to provide information on gyre-scale circulation, monitoring in the coastal region, and maintaining NDBC monitoring and data archives.
  - Modeling of climate and atmospheric and oceanic physics needs to be linked with similar work being carried out by NOAA and its partners.
  - Climate product and forecasting needs include indicators and indices of climate variability, seasonal and longer-term forecasts and projections, and additional research to understand the mechanisms linking equatorial ENSO processes and teleconnections with California Current conditions and their populations.
III. MAJOR CLIMATE IMPACTS ON MARINE & COASTAL ENVIRONMENTS

Coastal and marine ecosystems are tightly coupled to both the adjacent land and open ocean ecosystems and are thus affected by climate in multiple ways. Coastal and near-shore ecosystems are vulnerable to a host of climate change-related effects, including increasing air and water temperatures, ocean acidification, altered terrestrial runoff patterns, altered currents, sea level rise, and altered human pressures due to these and other related changes (such as developing, shipping, pollution, and anthropogenic adaptation strategy implementation). Based on a search of the scientific and grey literature, including global and regional synthesis reports (see Preface), the following major climate-driven impacts on coastal and marine environments in the NPLCC region have been identified:

1. Ocean acidification
2. Increasing sea surface temperature
3. Altered hydrology
4. Altered ocean currents
5. Increased frequency and severity of storms
6. Sea level rise
7. Coastal upwelling
8. Coastal hypoxia and anoxia

These eight impacts will be discussed in the order listed. The first three impacts – ocean acidification, increasing sea surface temperature, and altered hydrology – are primarily affected by changes in CO₂ concentrations, temperature, and precipitation, as discussed in the previous chapter (Chapter II). The remaining five impacts – altered ocean currents, increased frequency and severity of storms, sea level rise, coastal upwelling, and coastal hypoxia and anoxia – are primarily affected by other climate impacts (Figure 8). The following structure will be used to discuss all impacts, with the exception of altered hydrology, for which effects on the marine environment are discussed briefly and the reader is referred to a forthcoming report for further detail:

- **Section summary box** – summary of the section’s key points
- **Definition and causes of impact** – definition and description of physical, chemical, and/or biological dynamics and processes contributing to each impact
- **Observed trends** – observed changes, compared to the historical baseline, at the global level and for each jurisdiction (Alaska, British Columbia, Washington, Oregon, California)
- **Future projections** – projected direction and/or magnitude of future change at the global level and for each jurisdiction (Alaska, British Columbia, Washington, Oregon, California)
- **Information gaps** – information and research needs identified by reviewers and literature searches.

---

178 *Janetos et al. The effects of climate change on agriculture, land resources, water resources, and biodiversity in the United States. (2008, p. 159)*

179 *Janetos et al. The effects of climate change on agriculture, land resources, water resources, and biodiversity in the United States. (2008, p. 159)*
Figure 8. A sample of the impacts and potential feedbacks in oceans and coastal systems from greenhouse gas emissions. Source: Kling and Sanchirico. An Adaptation Portfolio for the United States Coastal and Marine Environment. (2009, Fig. 3, p. 9).
1. OCEAN ACIDIFICATION

Box 5. Summary of observed trends and future projections in ocean acidification

Observed Trends

- By the early 21st century, global ocean pH had declined from 8.2 to 8.1 compared to pre-industrial times (~1765), increasing the ocean’s acidity by approximately 26%.\(^{180}\) pH declines in the NPLCC region are consistent with those observed globally.\(^{181}\)
- In the early 21st century, the fraction of total anthropogenic CO\(_2\) emissions stored in the ocean was approximately one-third of the long-term potential.\(^{182}\)
- In May and June 2007, ocean water detrimental to shell-making was observed in shallow waters off the Pacific coast (Queen Charlotte Sound in B.C. south to Baja California), a condition that was not predicted to occur in open ocean surface waters until 2050.\(^{183}\)

Future Projections

- Surface water pH will drop to approximately 7.8 by 2100, increasing the ocean’s acidity by about 150% relative to the beginning of the industrial era (~1750; A2 scenario).\(^{184}\) For the NPLCC region, pH is projected to decline by 0.14 and 0.15 in the subpolar and North Pacific Ocean (>50°N), respectively (with doubling of atmospheric CO\(_2\) compared to ~1750, ~550ppm).\(^{185}\)
- In the NPLCC region, the concentration of carbonate ion, and saturation states of aragonite and calcite are projected to decrease 24.7% in the subpolar Pacific Ocean and 26.5% in the North Pacific Ocean north of 50°N (compared to a projected 25% decrease globally).\(^{186}\) Specifically, with a doubling of atmospheric CO\(_2\) (~550 ppm) compared to pre-industrial levels (~280 ppm):\(^{188}\)
  - The mean concentration of carbonate ion decreases 33.2 μmol/kg, from 134.5 to 101.3 μmol/kg in the subpolar Pacific Ocean and 4.5 μmol/kg, from 92.3 to 67.8 μmol/kg in the North Pacific Ocean.
  - The saturation state of aragonite decreases by 0.51, from 2.06 to 1.55, in the subpolar Pacific Ocean and 0.37, from 1.4 to 1.03 in the North Pacific Ocean.
  - The saturation state of calcite decreases by 0.80, from 3.24 to 2.44, in the subpolar Pacific Ocean and 0.59, from 2.24 to 1.65 in the North Pacific Ocean.

As a note to the reader, the oxidation of organic matter, which is mediated by microorganisms, also lowers seawater pH by adding CO\(_2\) into solution (i.e. seawater).\(^{189}\) However, these biological processes take place naturally and we focus in this report on changes to ocean chemistry as a result of anthropogenic emissions of carbon dioxide, otherwise known as ocean acidification.

Note to the reader: In Summaries, we summarize the published literature. The rest of the report is constructed by combining sentences, typically verbatim, from published sources. Please see the Preface: Production and Methodology for further information on this approach.

\(^{180}\) Orr et al. (2005); Feely et al. (2009)
\(^{181}\) Feely et al. (2009); Hauri et al. (2009)
\(^{182}\) Sabine et al. (2004, p. 367)
\(^{183}\) Feely et al. (2008, p. 1491)
\(^{184}\) Feely et al. (2009, p. 37)
\(^{185}\) Feely et al. (2009, Table 2, p. 46)
\(^{186}\) Cooley et al. (2009, p. 172-173) The authors cite Cooley and Doney (2009) for this information. This projection corresponds to CO\(_2\) concentrations reaching 467 to 555 ppm by 2050.
\(^{187}\) Feely et al. (2009, Table 2, p. 46)
\(^{188}\) Feely et al. (2009, Table 2, p. 46)
\(^{189}\) Byrne et al. (2010, p. 1). The authors cite Millerio (2007) for this information.
Definition and Causes of Ocean Acidification

Ocean acidification (Figure 9) is a process that occurs when anthropogenic carbon dioxide is absorbed by seawater, initiating chemical reactions that reduce seawater pH, carbonate ion concentration, and saturation states of the biologically important calcium carbonate minerals calcite and aragonite:

- **Reduced seawater pH:** pH is a measure of the concentration of hydrogen ions in a solution; the more acidic a solution, the higher the concentration of hydrogen ions. The reaction of dissolved carbon dioxide and seawater forms carbonic acid, which dissociates to form hydrogen ions and bicarbonate. The increased concentration of hydrogen ions is reflected in reduced seawater pH.

- **Reduced carbonate ion concentration:** Most of the hydrogen ions formed in the dissociation described above react with carbonate ions to produce additional bicarbonate, thereby decreasing carbonate ion concentrations.

- **Reduced saturation state of biologically important calcium carbonate minerals, aragonite and calcite:** The decrease in carbonate ions described above reduces the saturation state of calcium carbonate, which directly affects the ability of some organisms (e.g. mollusks, corals) to produce their shells or skeletons. It may also enhance dissolution of nutrients and carbonate minerals in sediments. Seawater is supersaturated with respect to aragonite and calcite when the saturation state (Ω) is greater than 1 (Ω > 1) and calcification (i.e., shell-building) is favored over dissolution (i.e., shell dissolution). For most open ocean surface waters, undersaturation (Ω < 1) occurs when the concentration of aragonite and calcite falls below ~66 and ~42 micromoles per kilogram (μmol/kg), respectively. Further, calcium carbonate becomes more soluble (i.e., dissolves more easily) with decreasing temperature and increasing pressure, and hence with ocean

---

190 Feely et al. *Ocean acidification: present conditions and future changes in a high CO₂ world.* (2009, p. 37)
191 More precisely, pH is calculated as the log₁₀ of the concentration of hydrogen cations [H⁺] in solution: pH = log₁₀[H⁺].
192 Feely et al. (2009, p. 38)
193 Feely et al. (2009, p. 39)
194 Feely et al. (2009, p. 39)
195 Nicholls et al. (2007, p. 328). The authors cite Mackenzie et al. (2001) and Caldeira and Wickett (2005) for information on seawater pH and carbonate saturation. The authors cite Andersson et al. (2003), Royal Society (2005), and Turley et al. (2006) for information on the consequences of decreased seawater pH and carbonate saturation.
196 Feely et al. (2009, p. 39)
197 Feely et al. (2009, p. 42). Note that these are not absolute values, and may be affected by temperature, salinity, pressure, and the interactive effects of the three.
As a result, a natural boundary develops in seawater. This is known as the “saturation horizon” (where $\Omega_{\text{aragonite}}$ or $\Omega_{\text{calcite}} = 1$) and it identifies a clear depth of seawater above which calcium carbonate can form, but below it calcium carbonate can dissolve. One reviewer noted that since many of these processes are often biologically mediated, the saturation state when dissolution actually begins can vary from species to species.

![Ocean Acidification Diagram](source: University of Maryland)

**Figure 9.** Ocean acidification.


**Observed Trends**

**Global**

At the end of the Pleistocene (~10,000 years ago), ocean pH was basically stable at 8.2 – a value that persisted until the beginning of the Industrial Revolution. Since the Industrial Revolution, the oceans have absorbed about 540 billion metric tonnes of carbon dioxide from the atmosphere – this is 22 million metric tonnes per day, or about 30% of anthropogenic carbon emissions. Global ocean pH has declined 0.1 unit relative to its pre-industrial value.

---

198 *United Kingdom Royal Society. Ocean acidification due to increasing atmospheric carbon dioxide. (2005, p. 10)*

199 *U.K. Royal Society. (2005, p. 10)*

200 *U.K. Royal Society. (2005, p. 10)*

201 Comment from reviewer, April 2011.


203 Fierstein. *Scientists and decision-makers discuss the fate of the ocean* (Illustration of the ecosystem effects of ocean acidification) (website). (2007)

204 The total uptake since the Industrial Revolution is cited in Sabine et al. (2004, p. 367). The conversion to units of billion metric tonnes of CO$_2$ is provided by an expert reviewer, who refers the reader to Sabine et al. (2011). The
Because anthropogenic CO\textsubscript{2} enters the ocean by gas exchange across the air-sea interface, the highest concentrations of anthropogenic CO\textsubscript{2} are found in near-surface waters.\textsuperscript{206} About thirty percent of the anthropogenic CO\textsubscript{2} is found at depths shallower than 656 feet (200 meters) and nearly fifty percent at depths above 1312 feet (400 meters).\textsuperscript{207} Waters at these depths are commonly upwelled into nearshore zones, where relatively CO\textsubscript{2} rich waters may inhibit shell formation and maintenance, as described in Section 7 of this Chapter, Chapter VI Section 2, and Chapter VII Section 4. One reviewer noted that upwelling originates from a depth range of 492 to 656 feet (150-250 meters) on the West Coast.\textsuperscript{208}

**North Pacific Ocean**\textsuperscript{209}

Between 1991 and 2006 in the North Pacific Ocean between Oahu, Hawaii and Kodiak, Alaska (22 – 56 °N) along the 156 °W meridian, Byrne et al. (2010) observed significant upper ocean acidification, roughly keeping pace with rising atmospheric carbon dioxide.\textsuperscript{210} Estimation of how much of the observed pH change was attributable to naturally-created as opposed to human-generated CO\textsubscript{2} inputs indicates the human “signal” extends to depths of approximately 492 feet (150 m) and up to 1,640 feet (500 m) throughout the study region.\textsuperscript{211} In the surface mixed layer (depths to ~328 feet or 100 m), the extent of pH change is consistent with that expected under conditions of seawater-atmosphere equilibration, with an average rate of change of -0.0017/yr.\textsuperscript{212}

**Southern British Columbia, Washington, Oregon, and northwest California**

In the California Current System (CCS) off the west coast of North America, high variability in ocean carbonate chemistry, largely driven by seasonal upwelling of waters with low pH and saturation states, and subsequent interactions of transport and biological production has been found:\textsuperscript{213}

- Model simulations confirm that the pH of CCS waters has decreased by about 0.1 pH unit and by 0.5 in saturation state since pre-industrial times.\textsuperscript{214}

\begin{footnotesize}
\textsuperscript{205}Orr et al. *Anthropogenic ocean acidification over the twenty-first century and its impact on calcifying organisms.* (2005).
\textsuperscript{206}Sabine et al. *The oceanic sink for anthropogenic CO\textsubscript{2}.* (2004, p. 368)
\textsuperscript{207}Sabine et al. (2004, p. 368)
\textsuperscript{208}Comment from reviewer, April 2011.
\textsuperscript{209}The North Pacific is defined here as the Pacific Ocean, north of the equator.
\textsuperscript{210}Byrne et al. *Direct observations of basin-wide acidification of the North Pacific Ocean.* (2010, p. 4).
\textsuperscript{211}Byrne et al. (2010, p. 2-3). The anthropogenic influence is observed to more than 500 m between the 22\textsuperscript{nd} and 38\textsuperscript{th} parallels. The 38\textsuperscript{th} parallel intersects the Port Reyes National Seashore (CA), just south of the southern extent of the NPLCC. The northern extent of the NPLCC falls at approximately the 61\textsuperscript{st} parallel, near Anchorage, AK.
\textsuperscript{212}Byrne et al. (2010, p. 1)
\textsuperscript{213}Hauri et al. *Ocean acidification in the California Current System.* (2009, p. 61)
\textsuperscript{214}Hauri et al. (2009, p. 61)
\end{footnotesize}
Water masses acidic enough to be detrimental to shell-making have risen 164 to 328 feet (50-100 m) since pre-industrial times.\textsuperscript{215} These water masses are now within the density layers that are currently being upwelled along the west coast of North America.\textsuperscript{216} For example:

- In May and June 2007, Feely et al. (2008) observed the entire water column shoreward of the 164 foot (50 m) bottom contour was undersaturated with respect to aragonite, a condition that was not predicted to occur in open ocean surface waters until 2050.\textsuperscript{217}
- Feely et al. (2008) also estimated the contribution of anthropogenic CO\textsubscript{2} to these upwelled waters, concluding without the anthropogenic signal, the equilibrium aragonite saturation level (\(\Omega_{\text{aragonite}} = 1\)) would be deeper by about 164 feet (50 m) across the shelf, and no undersaturated waters would reach the surface.\textsuperscript{218}

Further, in May and June 2007, Feely et al. (2008) gathered information on the location and depth of corrosive waters (\(\Omega_{\text{aragonite}} < 1; \text{pH} < 7.75\)) in the California Current System, which extends from southern British Columbia south to the Baja Peninsula in Mexico.\textsuperscript{219} Results for the NPLCC region include:

- At the northern end of the study region, from Queen Charlotte Sound to northern Vancouver Island (BC), corrosive waters were observed at a depth of 459 feet (140 m) in most areas, with corrosive waters reaching shallower depths in a few areas (~394 feet; 120 m).\textsuperscript{220}
- Corrosive waters reached mid-shelf depths (~131-394 ft; ~40-120 m) off the coast of central Vancouver Island south to the central Oregon coast.\textsuperscript{221} Corrosive waters were, in general, found in the top 262 feet (80 m) of the water column along the coastline, with shallower depths observed off the coast of northern Oregon (~197 feet; < 60 m).\textsuperscript{222}
- Corrosive waters were found in the top 131 feet (40m) of the water column along the coast from central Oregon to the southern boundary of the NPLCC region, and reached the surface near Crescent City (CA).\textsuperscript{223}

In Puget Sound (a large estuary complex in the Pacific Northwest), observed values for pH and aragonite saturation state in surface and subsurface waters were substantially lower in parts of Puget Sound than

\textbf{Upwelling is the replacement of surface ocean water by colder, saltier, nutrient and CO\textsubscript{2}-rich but oxygen-poor, intermediate-depth ocean water.} Upwelling occurs when alongshore winds blow toward the equator along the western margin of continents, pushing surface water offshore. The surface water is replaced by intermediate-depth water moving up the continental shelf toward shore. For more information on coastal upwelling and climate change interactions in the NPLCC region, please see the section “Altered patterns of coastal upwelling.” Source: Hauri et al. (2009); Feely et al. (2008).

---

\textsuperscript{215} Feely et al. Evidence for upwelling of corrosive "acidified" water onto the continental shelf. (2008)
\textsuperscript{216} Feely et al. (2008, p. 1491)
\textsuperscript{217} Feely et al. (2008, p. 1491)
\textsuperscript{218} Feely et al. (2008, p. 1492)
\textsuperscript{219} Feely et al. (2008)
\textsuperscript{220} Feely et al. (2008, Fig. 1, p. 1490) The authors of this report extrapolated this information from Figure 1.
\textsuperscript{221} Feely et al. (2008, p. 1491) The authors refer to Figure 1, p. 1490.
\textsuperscript{222} Feely et al. (2008, p. 1491) The authors refer to Figure 1, p. 1490.
\textsuperscript{223} Feely et al. (2008, p. 1491). The authors refer to Figure 1, p. 1490.
would be expected from anthropogenic carbon dioxide uptake alone.\(^{224}\) For example, in the deep waters of the Hood Canal sub-basin (\(\geq 66\) feet, 20 m):

- pH decreased from an estimated pre-industrial winter value of 7.60 to 7.56 \(\pm\) 0.06 in February 2008, and aragonite saturation decreased from 0.66 to 0.61 \(\pm\) 0.06.\(^{225}\)
- pH declined from an estimated pre-industrial summer value of 7.41 to 7.39 \(\pm\) 0.05 in August 2008, and aragonite saturation decreased from 1.73 to 1.50 \(\pm\) 0.66.\(^{226}\)
- Feely et al. (2010) estimate that ocean acidification can account for twenty-four to forty-nine percent of the observed decline in pH.\(^{227}\) The remaining change in pH between when seawater enters the sound and when it reaches Hood Canal results from remineralization of organic matter due to natural or anthropogenically stimulated respiration processes within Puget Sound.\(^{228}\)

Researchers at Tatoosh Island on the northwestern tip of Washington State (near Neah Bay) observed that pH declined with increasing atmospheric CO\(_2\) levels and varied substantially in response to biological processes and physical conditions that fluctuate over multiple time scales.\(^{229}\) Examination of 24,519 measurements of coastal ocean pH spanning eight years (2000-2007) revealed several patterns:\(^{230}\)

- pH exhibited a pronounced 24-hour cycle, spanning 0.24 units during a typical day.\(^{231}\) This diurnal oscillation is readily explained by daily variation in photosynthesis and background respiration: water pH increases as CO\(_2\) is taken up, via photosynthesis, over the course of the day, and then declines as respiration and diffusion from the atmosphere replenish CO\(_2\) overnight.\(^{232}\)
- pH fluctuated substantially among days and years, ranging across a unit or more within any given year and 1.5 units over the study period.\(^{233}\)
- When the entire temporal span of the data was considered, a general declining trend in pH became apparent.\(^{234}\) The decline is significant (P<0.05).\(^{235}\)

A model of mechanistic drivers underlying changes in pH captured 70.7% of the variance in the data.\(^{236}\) All parameters differed significantly from zero.\(^{237}\) The generalized R\(^2\) value (the reduction in explained variance when a given variable is removed from the full model\(^{238}\)) for the change in pH with atmospheric

---


\(^{225}\) Feely et al. (2010, Table 1, p. 446).

\(^{226}\) Feely et al. (2010, Table 1, p. 446).

\(^{227}\) Feely et al. (2010, p. 442).

\(^{228}\) Feely et al. (2010, p. 442).

\(^{229}\) Wootton, Pfister and Forester. *Dynamic patterns and ecological impacts of declining ocean pH in a high-resolution multi-year dataset.* (2008, p. 18848)

\(^{230}\) Wootton, Pfister and Forester. (2008, p. 18848). The authors refer the reader to Fig. 1 in the cited report.

\(^{231}\) Wootton, Pfister and Forester. (2008, p. 18848). The authors refer the reader to Fig. 1A in the cited report.

\(^{232}\) Wootton, Pfister and Forester. (2008, p. 18848). The authors cite Bensoussan and Gattuso (2007) for this information.

\(^{233}\) Wootton, Pfister and Forester. (2008, p. 18848)

\(^{234}\) Wootton, Pfister and Forester. (2008, p. 18848). The authors refer the reader to Fig. 1B in the cited report.

\(^{235}\) Wootton, Pfister and Forester. (2008, Fig. 1, p. 18849)

\(^{236}\) Wootton, Pfister and Forester. (2008, p. 18848)

\(^{237}\) Wootton, Pfister and Forester. (2008, p. 18848)

\(^{238}\) Wootton, Pfister and Forester. (2008, p. 18852)
CO₂ (pH/ppm CO₂) was the largest of all model parameters: 29.8.\textsuperscript{239} Comparison of Wootton et al.’s empirical results to previous model predictions emphasizing rates of change over time (completed by fitting Wootton et al.’s pH data to a model with a linear temporal trend) revealed the linear decline explained 23.9\% of the variation in the data and generated an estimated annual trend of -0.045 (95\% Confidence Interval: -0.039 to -0.054 after accounting for temporal autocorrelation).\textsuperscript{240} This rate of decline is more than an order of magnitude higher than predicted by simulation models (-0.0019), suggesting that ocean acidification may be a more urgent issue than previously predicted, at least in some ocean areas.\textsuperscript{241}

In conclusion, Wootton et al. state their model includes all variables that are currently suggested to have a large impact on ocean pH.\textsuperscript{242} Of these, only atmospheric CO₂ exhibits a consistent change that can explain the persistent decline in pH.\textsuperscript{243} Thus, their results agree qualitatively with predictions that ocean pH will decline with increases in atmospheric CO₂, but the rate of decline observed is substantially faster than predicted by current models and exhibited by the limited data that exist on ocean pH change through time.\textsuperscript{244}

**Future Projections**

**Global**

Anthropogenic CO₂ in seawater should steadily increase as atmospheric levels continue to rise.\textsuperscript{245} Under the A2 scenario, biogeochemical models for the ocean indicate that surface water pH will drop from a pre-industrial value of about 8.2 to about 7.8 by the end of this century, increasing the ocean’s acidity by about 150\% relative to the beginning of the industrial era (see Figure 10 for projections under a range of scenarios).\textsuperscript{246} The total volume of water in the ocean that is undersaturated with regard to calcite or aragonite increases substantially as atmospheric CO₂ concentrations continue to rise.\textsuperscript{247} For example:

- If atmospheric CO₂ concentrations reach 467-555 ppm by 2050 (a condition likely to occur given current emissions), global mean surface saturation of aragonite and calcite is projected to decrease by about twenty-five percent relative to current values.\textsuperscript{248}
- Southern Ocean surface water is projected to become undersaturated with respect to aragonite at a CO₂ concentration of approximately 600 ppm.\textsuperscript{249} This concentration threshold is largely independent of emission scenarios.\textsuperscript{250}

\textsuperscript{239}* Wootton, Pfister and Forester. (2008, Table 1, p. 18849)
\textsuperscript{240}* Wootton, Pfister and Forester. (2008, p. 18849). The authors cite Orr et al. (2005) for information on previous model predictions.
\textsuperscript{241}* Wootton, Pfister and Forester. (2008, p. 18849). The authors cite Orr et al. (2005) for the value of -0.0019.
\textsuperscript{242}* Wootton, Pfister and Forester. (2008, p. 18851). The authors cite Solomon et al. (2007), Dore et al. (2003), Pelejero et al. (2005), and Feely et al. (2008) for this information.
\textsuperscript{243}* Wootton, Pfister and Forester. (2008, p. 18851)
\textsuperscript{244}* Wootton, Pfister and Forester. (2008, p. 18851). The authors cite Solomon et al. (2007) and Santana-Casiano et al. (2007) for this information.
\textsuperscript{245}* Byrne et al. Direct observations of basin-wide acidification of the North Pacific Ocean. (2010, p. 3)
\textsuperscript{246}* Feely et al. Ocean acidification: present conditions and future changes in a high CO₂ world. (2009, p. 37)
\textsuperscript{248}* Cooley et al. Ocean acidification's potential to alter global marine ecosystem services. (2009, p. 172-173). The authors cite Cooley and Doney (2009) for this information.
\textsuperscript{249}* Meehl et al. (2007, p. 793)
By the end of the 21st century, distinctions between total pH change and pH change attributable to anthropogenic CO₂ will become increasingly subtle. On multidecadal timescales, pH changes attributable to anthropogenic CO₂ can be expected to eventually dominate the overall signal.

**North Pacific (> 50°N) and Subpolar Pacific Ocean**

Projected changes in pH, carbonate ion, and aragonite and calcite saturation states in the North Pacific and subpolar Pacific Ocean are summarized in Table 7. This data is based on National Center for Atmospheric Research Community Climate System Model 3.1 results. For visual depictions of projected changes by 2050 and 2095 compared to 1875 and 1995, please see Figures 3, 4, 5, and 7 in Feely et al. (2009). These figures were not accompanied by explanatory text specific to this geography, and are therefore not summarized here.

---

**Figure 10.** Changes in global average surface pH and saturation state with respect to aragonite in the Southern Ocean under various SRES scenarios. Time series of (a) atmospheric CO₂ for the six illustrative SRES scenarios, (b) projected global average surface pH and (c) projected average saturation state in the Southern Ocean from the BERN2.5D EMIC (Plattner et al., 2001). The results for the SRES scenarios A1T and A2 are similar to those for the non-SRES scenarios S650 and IS92a, respectively. Modified from Orr et al. (2005).

*Source: Meehl et al. (2007, Fig. 10.24, p. 195)*

---

250 *Meehl et al. (2007, p. 793)
251 *Byrne et al. (2010, p. 3)
252 *Byrne et al. (2010, p. 3)
253 Feely et al. (2009, Table 2, p. 46)
254 Feely et al. (2009, Table 2, p. 46)
Table 7. Absolute and relative changes in pH, carbonate ion, and aragonite ($\Omega_{arag}$) and calcite ($\Omega_{calc}$) saturation states for three CO$_2$ levels (2005, and 2X and 3X pre-industrial* levels) in the North Pacific and Subpolar Pacific Oceans.

* One reviewer suggested using ppm for CO$_2$ values. Feely, Doney and Cooley do not provide ppm values for CO$_2$. However, using the IPCC value of 278 ppm for pre-industrial CO$_2$, 2X would be $2\times278=556$ ppm CO$_2$ and 3X would be $3\times278=834$ ppm CO$_2$.

<table>
<thead>
<tr>
<th>Ocean</th>
<th>CO$_2$</th>
<th>pH</th>
<th>$\Delta$pH</th>
<th>Carbonate ion (µmol/kg)</th>
<th>$\Delta$Carbonate</th>
<th>$\Omega_{arag}$</th>
<th>$\Delta \Omega_{arag}$</th>
<th>$\Omega_{calc}$</th>
<th>$\Delta \Omega_{calc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Pacific (&gt;50°N)</td>
<td>2005</td>
<td>8.1</td>
<td></td>
<td>92.3</td>
<td>1.4</td>
<td>2.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2X</td>
<td>7.885</td>
<td>-0.15</td>
<td>67.8</td>
<td>-24.5 (-26.5%)</td>
<td>1.03</td>
<td>-0.37 (-26.5%)</td>
<td>1.65</td>
<td>-0.59 (-26.5%)</td>
</tr>
<tr>
<td></td>
<td>3X</td>
<td>7.719</td>
<td>-0.31</td>
<td>47.5</td>
<td>-44.8 (-48.5%)</td>
<td>0.72</td>
<td>-0.68 (-48.5%)</td>
<td>1.15</td>
<td>-1.09 (-48.5%)</td>
</tr>
<tr>
<td>Subpolar Pacific</td>
<td>2005</td>
<td>8.0</td>
<td></td>
<td>134.5</td>
<td>2.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2X</td>
<td>7.913</td>
<td>-0.14</td>
<td>101.3</td>
<td>-33.2 (-24.7%)</td>
<td>1.55</td>
<td>-0.51 (-24.7%)</td>
<td>2.44</td>
<td>-0.80 (-24.7%)</td>
</tr>
<tr>
<td></td>
<td>3X</td>
<td>7.756</td>
<td>-0.30</td>
<td>72.5</td>
<td>-62.0 (-46.1%)</td>
<td>1.11</td>
<td>-0.95 (-46.1%)</td>
<td>1.75</td>
<td>-1.49 (-46.1%)</td>
</tr>
</tbody>
</table>

Source: Modified from Feely, Doney and Cooley (2009, Table 2, p. 46) by authors of this report.

Information Gaps

Information is needed on regional trends in ocean pH and other indicators of ocean acidification for British Columbia. More specific projections throughout the geographic extent of the NPLCC are also needed. For the Gulf of Alaska, Sigler et al. (2008) state surface and vertical ocean pH and carbon species measurements, especially over the continental shelf and slope where fish, shellfish and marine mammal species are concentrated, are needed.\(^{255}\)

2. **INCREASING SEA SURFACE TEMPERATURE (SST)**

Box 6. Summary of observed trends and future projections for sea surface temperature

**Observed Trends**

- By the early 21st century, global mean sea surface temperatures were approximately 1.1°F (0.6°C) higher than the value in 1950.\textsuperscript{256} Since 1961, the ocean has taken up over 80% of the heat being added to the climate system and the average temperature of the global ocean increased to depths of at least 9842 feet (3000 m).\textsuperscript{257}
- Approximately 98 miles (~160 km) west of Newport, Oregon from 1997 to 2005, SST increased approximately 1.8°F (1°C; range 0-2.6°F or 0-2°C) compared to 1961 to 1971.\textsuperscript{258}
- Off the British Columbia coast, statistically significant increases in SST of 0.52 to 1.7°F (0.29-0.94°C) were observed from 1915 to 2003.\textsuperscript{259}

**Future Projections**

- Global sea surface temperatures are projected to rise by 1.8-5.4°F (1.0-3.0°C) in the 21st century compared to a 1980-1999 baseline, e.g. 4.7°F (2.6°C) under the A2 scenario.\textsuperscript{260}
- In the northern Pacific Ocean, increases in winter SST of 1.8 to 2.9°F (1.0-1.6°C) are projected by 2040-2049 (1980-1999 baseline; A1B).\textsuperscript{261} These increases in SST will be accompanied by warmer maximum and minimum temperatures overall.\textsuperscript{262}
- SST is projected to increase approximately 2.2°F (1.2°C) in the nearshore and offshore waters of Washington and northern Oregon by 2030-2059 (1970-1999 baseline).\textsuperscript{263} These projections are compatible with the projected change for the northern Pacific Ocean.

**Note to the reader:** In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

**Definition and Causes of Increasing Sea Surface Temperature**

The world’s oceans are the main storage reservoir for excess solar and heat energy initially retained within Earth’s atmosphere.\textsuperscript{264} The rate of flow of surface heat (i.e. surface heat fluxes) in the oceans is reported with two primary units of measurement: Watts per meter squared (W/m\textsuperscript{2}) and Joules per year (J/yr).

---

\textsuperscript{256} Nicholls et al. (2007, p. 320). The authors cite Bindoff et al. (2007) for this information.
\textsuperscript{258} Mote et al. (2010, p. 32).
\textsuperscript{260} IPCC. *Climate Change 2007: Impacts, Adaptation and Vulnerability. Contribution of Working Group II to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change.* (2007e); Nicholls et al. (2007, Table 6.3, p. 323)
\textsuperscript{261} Overland and Wang. *Future climate of the North Pacific Ocean.* (2007, Fig. 2b, p. 7)
\textsuperscript{262} Overland and Wang. (2007)
\textsuperscript{263} Mote and Salathé, Jr. (2010, p. 44). See also OCCRI. (2010, p. 32-33).
\textsuperscript{264} Hansen et al. *Earth’s energy imbalance: confirmation and implications.* (2005)
As global air temperatures continue to rise, ocean water temperatures are also expected to rise.\textsuperscript{265} Increases in SST as a result of global climate change occur simultaneously with natural cycles in ocean temperature, such as the El Niño Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO) (see Box 7). For example, the PDO naturally shifts heat across regions of the Pacific Ocean over periods of twenty to seventy years.\textsuperscript{266} Research studies therefore attempt to distinguish the precise contributions of natural variation and climate change.\textsuperscript{267}

Increases in the heat content of the ocean have driven other changes in the physical marine environment:\textsuperscript{268}

- Thermal expansion of the oceans as well as increased meltwater and discharged ice from terrestrial glaciers and ice sheets have increased ocean volume and hence sea level (see Section 6 in this Chapter).\textsuperscript{269}
- Warmer oceans drive more intense storm systems and other changes to the hydrological cycle.\textsuperscript{270} The warming of the upper layers of the ocean also drives greater stratification of the water column, reducing mixing in some parts of the ocean and consequently affecting nutrient availability and primary production (see Sections 3 (altered hydrology) and 4 (altered ocean currents) in this Chapter; see also, Chapter IV Sections 1 and 2 (altered nutrient cycling and altered ocean productivity, respectively)).\textsuperscript{271}

Changes in sea (and land) temperature may contribute to changing wind patterns, which can alter upwelling and nutrient cycling in coastal waters (see Sections 7 (altered patterns of coastal upwelling) and 8 (altered patterns of coastal hypoxia and anoxia) in this Chapter).\textsuperscript{272}

There is also an inverse relationship between oxygen content and water temperature: warmer water holds less dissolved oxygen than cooler water.\textsuperscript{273} Further, water temperature regulates oxygen and carbonate solubility, viral pestilence, pH and conductivity, and photosynthesis and respiration rates of estuarine

\begin{enumerate}
\item Thermal expansion of the oceans as well as increased meltwater and discharged ice from terrestrial glaciers and ice sheets have increased ocean volume and hence sea level (see Section 6 in this Chapter).
\item Warmer oceans drive more intense storm systems and other changes to the hydrological cycle. The warming of the upper layers of the ocean also drives greater stratification of the water column, reducing mixing in some parts of the ocean and consequently affecting nutrient availability and primary production (see Sections 3 (altered hydrology) and 4 (altered ocean currents) in this Chapter; see also, Chapter IV Sections 1 and 2 (altered nutrient cycling and altered ocean productivity, respectively)).
\end{enumerate}

\textsuperscript{265} Califor\textsuperscript{ia Natural Resources Agency. California Climate Adaptation Strategy.} (2009)
\textsuperscript{266} National Aeronautics and Space Administration. Moody Pacific Unleashes Another Climate Mystery (website). (2004); See also Dawe and Thompson. PDO-related heat and temperature changes in a model of the North Pacific. (2007) and Mantua and Hare. The Pacific Decadal Oscillation. (2002).
\textsuperscript{267} Snover et al. Uncertain Future: Climate change and its effects on Puget Sound. (2005)
\textsuperscript{268} Hoegh-Guldberg and Bruno. The impact of climate change on the world's marine ecosystems. (2010, p. 1524)
\textsuperscript{269} Hoegh-Guldberg and Bruno. (2010, p. 1524). The authors cite Rahmstorf et al. (2007) for this information.
\textsuperscript{270} Hoegh-Guldberg and Bruno. (2010, p. 1524). The authors cite Knutson et al. (2010) for information on intense storm systems and Trenberth et al. (2007) for information on the hydrological cycle.
\textsuperscript{271} Hoegh-Guldberg and Bruno. (2010, p. 1524)
\textsuperscript{272} Califor\textsuperscript{ia Natural Resources Agency. California Climate Adaptation Strategy.} (2009)
\textsuperscript{273} Califor\textsuperscript{ia Natural Resources Agency. California Climate Adaptation Strategy.} (2009)
macrophytes (i.e., aquatic plants visible to the naked eye).\textsuperscript{274} While temperature is important in regulating physiological processes in estuaries, predicting the ecological outcome is complicated by the feedbacks and interactions among temperature change and independent physical and biogeochemical processes such as eutrophication.\textsuperscript{275} Nonetheless, there is high confidence, based on substantial new evidence, that observed changes in marine biological systems are associated with rising water temperatures, as well as related changes in ice cover, salinity, oxygen levels, and circulation.\textsuperscript{276} These include:

- Shifts in ranges and changes in algal, plankton and fish abundance in high-latitude oceans, and
- Range changes and earlier migrations of fish in rivers.\textsuperscript{277}

Increases in water temperature could also affect:

- Algal production and the availability of light, oxygen and carbon for other estuarine species.\textsuperscript{278}
  The propensity for harmful algal blooms is further enhanced by the fertilization effect of increasing dissolved CO\textsubscript{2} levels.\textsuperscript{279}
- Microbial processes such as nitrogen fixation and denitrification in estuaries.\textsuperscript{280}

**Observed Trends**

**Global**

Global mean sea surface temperatures have risen about 1.1°F (0.6°C) since 1950, with associated atmospheric warming in coastal areas.\textsuperscript{281} Observations since 1961 show that the average temperature of the global ocean has increased to depths of at least 9842 feet (3000 m) and that the ocean has been taking up over eighty percent of the heat being added to the climate system.\textsuperscript{282} In an analysis of 93.4% of the ocean by Willis et al. (2004), the observed annual mean rate of ocean heat gain between 1993 and mid-2003 was $0.86 \pm 0.12 \text{ W/m}^2 \text{ per year}$.\textsuperscript{283} Most of the heat is stored in the upper reaches of the ocean:

- On average across five simulations run from 1993 to mid-2003, eighty-five percent of the ocean heat storage occurred above 2460 feet (750 m), with the range from seventy-eight to ninety-one percent.\textsuperscript{284}
- From 1961 to 2003, the global oceans showed a linear increase in heat content of $\sim 0.38 \times 10^{22}$ Joules per year (J/yr) in the top 2297 feet (700 m) of the water column, with approximately ninety-one percent stored in the upper 984 feet (300 m) of the water column.\textsuperscript{285}

\textsuperscript{274} Nicholls et al. (2007, p. 328)
\textsuperscript{275} Nicholls et al. (2007, p. 328). The authors cite Lomas et al. (2002) for information on the role of temperature in regulating physiological processes in estuaries.
\textsuperscript{276} IPCC. *Climate Change 2007: Impacts, Adaptation and Vulnerability: Summary for Policymakers.* (2007e, p. 8)
\textsuperscript{277} *IPPC. Climate Change 2007: Impacts, Adaptation and Vulnerability: Summary for Policymakers.* (2007e, p. 8)
\textsuperscript{278} Nicholls et al. (2007, p. 328). The authors cite Short and Neckles (1999) for this information.
\textsuperscript{279} Nicholls et al. (2007, p. 328)
\textsuperscript{280} Nicholls et al. (2007, p. 328). The authors cite Lomas et al. (2002) for this information.
\textsuperscript{281} #Nicholls et al. (2007, p. 320). The authors cite Bindoff et al. (2007) for this information.
\textsuperscript{282} #IPCC. *Climate Change 2007: Synthesis Report.* (2007c, p. 30)
\textsuperscript{283} #Hansen et al. *Earth's energy imbalance: confirmation and implications.* (2005, p. 1432)
\textsuperscript{284} #Hansen et al. (2005, p. 1432)
\textsuperscript{285} # Domingues et al. *Improved estimates of upper-ocean warming and multi-decadal sea level rise.* (2008)
From 1969 to 2008, a linear average increase in heat content of $4.0 \times 10^{21}$ J/yr (± 0.05 J/yr; the 95% confidence interval) in the top 2297 feet (700 m) of the water column was found (reference period 1957-1990; based on yearly mean heat content values determined as the average of the four seasons).\textsuperscript{286} Globally from 1969 to 2008, eighty-five percent of the variance in yearly ocean heat content is accounted for by the linear trend (reference period 1955-2006).\textsuperscript{287}

Decadal trends also show an increase in SST from 1850 to 2005, 1901 to 2005, and 1979 to 2005, as shown in Table 8. However, the general warming trend may be mediated by alternating years of warmer and cooler ocean temperatures because changes in winter storm tracks and storm intensity brought on by climate change are likely to increase the interannual variability of winds that modify ocean temperatures.\textsuperscript{288} For example:

- From 1950 to 1960, trends in globally averaged ocean heat content and sea surface temperature (SST) show a slight increase, followed by a 15-year period to the mid-1970s of zero or slightly negative trend and, after the 1976-1977 climate shift (a rapid change in relatively stable physical ocean properties that affects biota and ecosystems), a steady rise to 2003.\textsuperscript{289}

Finally, since the IPCC’s Fourth Assessment Report, the discovery of a time-varying bias in a device for measuring temperature at various depths (XBT, or expendable bathythermograph) has prompted re-evaluations of the rate of upper ocean warming.\textsuperscript{290} Research on this topic is still relatively new, but at least one study has been conducted. Consistent with the other studies reported here, a statistically significant increase in ocean heat content of 0.64 W/m$^2$ was reported by Lyman et al. (2010) from 1993 to 2008, even after correcting for the XBT bias (calculated for the Earth’s entire surface area; the 90-percent confidence interval is 0.53–0.75 W/m$^2$).\textsuperscript{291}

**Regional**

In the North Pacific from 1969 to 2008, sixty-nine percent of the variance in yearly ocean heat content is accounted for by the linear trend (reference period 1955-2006).\textsuperscript{292}

**Southeast and Southcentral Alaska**

*Information needed.*

\textsuperscript{286} Levitus et al. *Global ocean heat content 1955-2008 in light of recently revealed instrumentation problems.* (2009, Fig. 1, p. 2, 20)
\textsuperscript{287} Levitus et al. (2009, Fig. S11, p. 4, 15)
\textsuperscript{288} Living Oceans Society. *Climate and Oceans Think Tank – Proceedings, Day 1.* (2009)
\textsuperscript{289} Domingues et al. (2008, p. 1090)
\textsuperscript{290} Lyman et al. *Robust warming of the global upper ocean.* (2010, p. 337)
\textsuperscript{291} Lyman et al. (2010, p. 334)
\textsuperscript{292} Levitus et al. (2009, Fig. S11, p. 4, 15).
Increasing SST, ranging from 0.52 to 1.7°F (0.29-0.94 °C), has been observed at nine stations along the coast from 1915 to 2003 (Table 9). The largest and most significant increase was a warming of 1.7°F (0.94°C; fifty-year trend) for Langara Island at the northwest tip of the Queen Charlotte Islands from 1941 to 2003 (annual mean ± standard deviation: 15.8 ± 0.94 °F or 8.8 ± 0.52 °C).

A more detailed analysis reported by the B.C. Ministry of Environment (MoE) (2006) showed three of the nine stations had statistically significant increases (a < 5%) in either the annual maximum or annual minimum temperature:

- The most statistically significant trend was an increase in mean annual maximum temperature at Entrance Island, 3.1°F (1.7°C) from 1936 to 2004. This may reflect increased summer warming in the Strait of Georgia.
- A statistically significant increase in mean annual maximum temperature was also observed at Nootka Point, (1.1°C) from 1938 to 2004.
- It is unclear whether the final station with statistically significant data is Pine Island or Langara Island because the information provided by B.C. MoE is somewhat contradictory. They state the largest increase in the mean annual minimum temperature is at Langara Island, 3.1°F (1.7°C) from 1937 to 2004, but this is only weakly significant.

In Table 8 of the cited report, however,

<p>| Table 8. Linear decadal trends in SST in the Northern Hemisphere and Globally. (°F with °C in parentheses; *significant at the &lt; 1% level, †significant at the 1-5% level) |
|----------------------------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>1850-2005</th>
<th>1901-2005</th>
<th>1979-2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern Hemisphere</td>
<td>0.076 ± 0.029*</td>
<td>0.13 ± 0.052*</td>
<td>0.342 ± 0.241†</td>
</tr>
<tr>
<td></td>
<td>(0.042 ± 0.016)</td>
<td>(0.071 ± 0.029)</td>
<td>(0.190 ± 0.134)</td>
</tr>
<tr>
<td>Globe</td>
<td>0.068 ± 0.020*</td>
<td>0.12 ± 0.027*</td>
<td>0.239 ± 0.085*</td>
</tr>
<tr>
<td></td>
<td>(0.038 ± 0.011)</td>
<td>(0.067 ± 0.015)</td>
<td>(0.133 ± 0.047)</td>
</tr>
</tbody>
</table>

Source: Modified from Trenberth et al. (2007, Table 3.2, p. 243) by authors of this report.
Notes: SST are those produced by the United Kingdom Meteorological Office (UKMO) under the HadSST2 (Rayner et al. 2006). Annual averages, with estimates of uncertainties for HadSST2, were used to estimate trends. Trends with 5 to 95% confidence intervals and levels of significance (bold: <1%; italic, 1-5%) were estimated by Restricted Maximum Likelihood (REML), which allows for serial correlation (first order autoregression AR1) in the residuals of the data about the linear trend. The Durbin Watson D-statistic (not shown) for the residuals, after allowing for first-order serial correlation, never indicates significant positive correlation.

British Columbia

Increasing SST, ranging from 0.52 to 1.7°F (0.29-0.94 °C), has been observed at nine stations along the coast from 1915 to 2003 (Table 9). The largest and most significant increase was a warming of 1.7°F (0.94°C; fifty-year trend) for Langara Island at the northwest tip of the Queen Charlotte Islands from 1941 to 2003 (annual mean ± standard deviation: 15.8 ± 0.94°F or 8.8 ± 0.52°C).

A more detailed analysis reported by the B.C. Ministry of Environment (MoE) (2006) showed three of the nine stations had statistically significant increases (a < 5%) in either the annual maximum or annual minimum temperature:

- The most statistically significant trend was an increase in mean annual maximum temperature at Entrance Island, 3.1°F (1.7°C) from 1936 to 2004. This may reflect increased summer warming in the Strait of Georgia.
- A statistically significant increase in mean annual maximum temperature was also observed at Nootka Point, (1.1°C) from 1938 to 2004.
- It is unclear whether the final station with statistically significant data is Pine Island or Langara Island because the information provided by B.C. MoE is somewhat contradictory. They state the largest increase in the mean annual minimum temperature is at Langara Island, 3.1°F (1.7°C) from 1937 to 2004, but this is only weakly significant.

In Table 8 of the cited report, however,
only data from Pine Island are indicated as statistically significant, +1.2°F (+0.68°C) from 1939 to 2004.\(^{300}\)

A warming trend in the ocean along the southern B.C. coast is also evident in the deeper waters of five inlets on the mainland coast and two on Vancouver Island.\(^{301}\) Consistent with the temperature trends shown in the sea surface indicator, all seven inlets showed a warming of 0.9 to 1.8°F (0.5 to 1.0°C) over a fifty-year period of record.\(^{302}\) A more specific period of record is not provided; however, the graph in the cited report has a time axis from 1950 to 2000.\(^{303}\)

\textbf{Washington}

egin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|}
\hline
Station & Period of record & Annual Mean ± Standard Deviation & Trend: °F/50yrs (°C/50yrs) \\
\hline
Langara Island (NC) & 1941-2003 & 15.8 ± 0.94 (8.8 ± 0.52) & 1.69 (0.94)* \\
\hline
McInnes Island (CC) & 1955-2003 & 17.3 ± 0.86 (9.6 ± 0.48) & 1.2 (0.65) \\
\hline
Pine Island (CC) & 1937-2003 & 15.7 ± 0.92 (8.7 ± 0.51) & 1.3 (0.71)* \\
\hline
Kains Island (west VI) & 1935-2003 & 18.4 ± 0.99 (10.2 ± 0.55) & 0.77 (0.43) \\
\hline
Nootka Point (west VI) & 1935-2003 & 19.6 ± 0.92 (10.9 ± 0.51) & 0.99 (0.55) \\
\hline
Amphitrite Point (west VI) & 1935-2003 & 18.7 ± 0.94 (10.4 ± 0.52) & 0.9 (0.50)* \\
\hline
Departure Bay (east VI) & 1915-2003 & 20.0 ± 0.9 (11.1 ± 0.50) & 0.52 (0.29) \\
\hline
Entrance Island (SoG) & 1937-2002 & 20.2 ± 0.92 (11.2 ± 0.51) & 1.5 (0.82)* \\
\hline
Race Rocks (JFS) & 1922-2003 & 16.4 ± 0.79 (9.1 ± 0.44) & 0.54 (0.30)* \\
\hline
\end{tabular}
\caption{Mean annual sea surface temperature at nine stations on the B.C. coast. (°F with °C in parentheses)}
\end{table}

\begin{flushleft}
NC = North Coast; CC = Central Coast; VI = Vancouver Island; SoG = Strait of Georgia; JFS = Juan de Fuca Strait; *statistically significant, probability or chance that there is no trend (α): < 5%
\end{flushleft}

\begin{flushright}
\end{flushright}

\(^{300}\) B.C. MoE. (2006, Table 8, p. 94)
\(^{301}\) *B.C. MoE. (2007, p. 14)
\(^{302}\) B.C. MoE. (2007, Fig. 7, p. 15). The same figure is also available in B.C. MoE. (2006, Fig. 5, p. 95)
\(^{303}\) *B.C. MoE. (2007, p. 14)
Box 7. The role of the Pacific Decadal Oscillation (PDO) and El Niño Southern Oscillation (ENSO) in regional climate.

ENSO and PDO are major sources of climate variability in the NPLCC region. The PDO is often described as a long-lived, El Niño-like pattern of climate variability in the Pacific. Two main characteristics distinguish the Pacific Decadal Oscillations (PDO) from El Niño/Southern Oscillation (ENSO). First, 20th century PDO "events" persisted for 20-to-30 years, while typical ENSO events persisted for 6 to 18 months. Second, the climatic fingerprints of the PDO are most visible in the North Pacific/North American sector, while secondary signatures exist in the tropics - the opposite is true for ENSO. The potential for precipitation and temperature extremes is higher when ENSO and PDO are in the same phase.

- **A warm ENSO (i.e. El Niño)** is characterized by December-January-February sea surface temperatures > 0.5 standard deviations above the mean and has been associated with:
  - Warmer than average sea surface temperatures in the central and eastern equatorial Pacific Ocean
  - Reduced strength of easterly trade winds in the Tropical Pacific
  - Increased chance for lower quality coastal and near-shore marine habitat in Pacific Northwest

- **A neutral ENSO** is neither warm nor cool. There are no statistically significant deviations from average conditions at the equator.

- **A cool ENSO (i.e., La Niña)** is characterized by December-January-February mean sea surface temperatures < -0.5 standard deviations and has been associated with:
  - Cooler than average sea surface temperatures in the central and eastern equatorial Pacific Ocean
  - Stronger than normal easterly trade winds in the Tropical Pacific
  - Increased chance for higher quality coastal and near-shore marine habitat in Pacific Northwest

- **A warm PDO** is characterized by sea surface temperatures > 0.5 standard deviations above the mean for the October-November-December-January-February-March mean and has been associated with:
  - Negative upwelling in winter-spring
  - Warm and fresh continental shelf water
  - Enhanced coastal ocean biological productivity in Alaska and inhibited productivity off the west coast of the contiguous United States

- **A neutral PDO** is neither warm nor cool.

- **A cool PDO** is characterized by sea surface temperatures < -0.5 standard deviations for the October-November-December-January-February-March mean and has been associated with:
  - Positive upwelling in winter-spring
  - Cold and salty continental shelf water
  - Enhanced coastal ocean productivity off the west coast of the contiguous United States and inhibited productivity in Alaska

Oregon

Limited information on SST trends in Oregon was available. Figure 11 below, reproduced from OCAR, shows an increase in SST at one location off the coast of Newport (1997-2005 compared to 1961-1971).  

Figure 11. Differences between average temperature, salinity (part per thousand), density, and dissolved oxygen profiles at NH-85 (85 nm, 157 km, off Newport) for two periods: 1997-2005 (~38 samples) minus 1961-1971 (~75 samples), with 95% confidence limits. Source: Mote, Gavin and Huyer. (2010, p. 32)

Northwest California

Information needed.

Future Projections

Global

Global sea surface temperatures are projected to rise 2.7°F (1.5°C) under the B1 scenario, approximately 4.0°F (2.2°C) under the A1B scenario, and 4.7°F (2.6°C) under the A2 scenario by 2100 (relative to 1980-1999). Similarly, global average air temperatures are projected to increase at least 3.2°F to 7.2°F (1.8-4.0°C) by 2090-2099 compared to a 1980-1999 baseline (the full range for projected air temperature increases is 2.0-11.5°F or 1.1-6.4°C).  

Regional

Projected mid-century (2040-2049) winter SST for the northern Pacific Ocean compared to a 1980-1999 baseline under the A1B scenario generally lies between 1.8 and 2.9°F (1.0-1.6°C). These increases in

304 Mote, Gavin and Huyer. (2010, p. 32)
305 Nicholls et al. (2007, Table 6.3, p. 323)
307 IPCC. Climate Change 2007: Synthesis Report: Summary for Policymakers. (2007, Fig. SPM.1, p. 8)
308 Overland and Wang. Future climate of the North Pacific Ocean. (2007, Fig. 2b, p. 7)
SST will be accompanied by warmer maximum and minimum temperatures overall, and the observed decadal pattern of SST in the 20th century is projected to continue nearly the same into the 21st century.  

**Southeast and Southcentral Alaska**

*Information needed.*

**British Columbia**

At the present rate of increase, temperatures at Langara Island, at the extreme northwest point on the B.C. coast, would resemble current conditions at Amphitrite Point, on the southwest coast of Vancouver Island, in less than a hundred years. The water around Langara Island is about 2.7°F (1.5°C) colder than that around Amphitrite Point, for both annual mean and average annual extremes. In other words, at the present rate of increase, Langara Island will be 2.7°F (1.5°C) warmer in less than a hundred years. This includes minimum, mean, and maximum temperatures.

**Washington and Northern Oregon**

For coastal grid points between 46°N (west of Seaside, OR) and 49°N (west of Vancouver, B.C.) latitude for the mid-century (2030-2059; compared to 1970-1999), the modeled increase in SST is about +2.2°F (1.2°C), somewhat less than for the land areas (+3.6°F, 2.0°C), but a significant change compared to the typical interannual variability of the coastal ocean. The forecast increase of about 2.2°F (1.2°C) is also likely to apply to offshore waters. This modeled increase is less than the summertime increase observed in recent decades. However, the ocean model is still too coarse to represent the complex oceanic processes over the continental margin.

**Northwest California**

*Information needed.*

**Information Gaps**

Information is needed on regional trends for Washington, Oregon, and northern California. Information is needed on regional projections throughout the NPLCC region. For the Gulf of Alaska, Sigler et al. (2008) state fine-scale (both time and space) surface and vertical temperature, salinity, oxygen, and nitrate and chlorophyll fluorescence data are needed. A significant source of uncertainty in SST may be the uncertainty in trends and projections of vertical ocean currents (including those associated with upwelling). Information is needed on this topic. Sections 4 (altered ocean currents) and 7 (altered patterns of coastal upwelling) in this Chapter list additional information gaps on these topics.

---

312 *Mote and Salathé, Jr. (2010, p. 44). See also OCCRI. (2010, p. 32).
313 *Mote, Gavin and Huyer. (2010, p. 33)
314 *Mote, Gavin and Huyer. (2010, p. 33)
315 *Mote, Gavin and Huyer. (2010, p. 32)
3. ALTERED HYDROLOGY

“Hydrology” refers to the science encompassing the behavior of water as it occurs in the atmosphere, on the surface of the ground, and underground.\(^{317}\) The hydrologic cycle, or water cycle, describes the existence and movement of water on, in, and above the Earth.\(^ {318}\) While hydrologic changes such as alterations in spring snowpack and snowmelt, seasonal flows, glacier melt patterns, water temperature, and water quality deal primarily with freshwater, they affect the marine and coastal environment, as described below.

Some of the greatest potential impacts of climate change on estuaries may result from changes in physical mixing characteristics caused by changes in freshwater runoff.\(^ {319}\) Freshwater inflows into estuaries influence water residence time, nutrient delivery, vertical stratification, salinity and control of phytoplankton growth rates.\(^ {320}\) Decreased freshwater inflows increase water residence time and decrease vertical stratification, and vice versa.\(^ {321}\) Observed trends and future projections in streamflow amount in the NPLCC region include:

- **Observed trends in streamflow amount:** In British Columbia’s coastal watersheds, regimes are shifting towards increased winter rainfall, declining snow accumulation, and decreased summer precipitation,\(^ {322}\) with subsequent increases in winter flow and decreases in summer flow being observed.\(^ {323}\) Snover et al. (2005) cite that freshwater inflow to Puget Sound from 1948 to 2003 has changed in the following ways:\(^ {324}\)
  - A 13% decline in total inflow due to changes in precipitation
  - An 18% decline in the portion of annual river flow entering Puget Sound during the summer
  - An increase in the likelihood of both low and unusually high daily flow events

- **Future projections in streamflow amount:** As precipitation in southeastern Alaska shifts toward increased rain and less snow, more water will run off the landscape rather than being stored.\(^ {325}\) Mean and mean minimum flows are projected to increase on the Fraser River near Hope in British Columbia (+1.8-5.1% and +14-44%, respectively), while mean peak flows are projected to decrease 18% over the 21\(^{st}\) century.\(^ {326}\) The annual average low flow magnitude is

\(^ {317}\) *U.S. Geological Survey. Science in your watershed: general introduction and hydrologic definitions (website).* (2008). The authors cite the American Society of Civil Engineers Hydrology Handbook (1949, no. 28, pp. 1) for this information.


\(^ {319}\) Nicholls et al. (2007, p. 328). The authors cite Scavia et al. (2002) for this information.

\(^ {320}\) *Nicholls et al. (2007, p. 328)

\(^ {321}\) *Nicholls et al. (2007, p. 328). The authors cite Moore et al. (1997) for this information.

\(^ {322}\) *Pike et al. (2010, p. 706)

\(^ {323}\) *Pike et al. (2010, p. 706, 717)

\(^ {324}\) *Snover et al. (2005)

\(^ {325}\) *Kelly et al. Climate Change: Predicted impacts on Juneau. (2007, p. 53)

\(^ {326}\) *Morrison et al. Climate change in the Fraser River watershed: flow and temperature projections.* (2002, Table 2, p. 237).
projected to decline up to 50% by the 2080s (A1B & B1 multi-model averages) in the river basins of southwest Washington, the Olympic Peninsula, and Puget Sound.\textsuperscript{327}

Changes in the timing of freshwater delivery to estuaries could lead to a decoupling of the juvenile phases of many estuarine and marine fishery species from the available nursery habitat.\textsuperscript{328} Observed trends and future projections in freshwater runoff timing in the NPLCC region include:

- **Observed trends in freshwater runoff timing:** Widespread and regionally coherent trends toward earlier onsets of springtime snowmelt and streamflow have taken place across most of western North America.\textsuperscript{329} In southcentral and southeast Alaska from 1948 to 2002, the timing of the center of mass of annual flow has shifted at least ten days earlier, while the timing of the spring pulse onset has shifted five to fifteen days earlier in some locations and up to five days later in others.\textsuperscript{330} Over the last fifteen years (more specific date not provided), the Fraser River (snow-glacial system near Vancouver, B.C.) shows increased peak flows and lower recessional flows, illustrating changes in the associated watersheds, perhaps away from a glacier-dominated regime towards a snow-dominated regime with an earlier freshet and faster recessional period.\textsuperscript{331} A twelve day shift toward earlier onset of snowmelt was observed in the Puget Sound (WA) from 1948 to 2003.\textsuperscript{332}

- **Future projections for freshwater runoff timing:** If mean winter minimum temperatures rise, the snow-to-precipitation fraction across the western United States will likely decrease further.\textsuperscript{333} An immediate consequence of warmer temperatures and reduced snowfalls would be a regional scale reduction of snowpack.\textsuperscript{334} Assuming that the response to increased warming remains linear, the projections indicate that stream flow timing might shift by 30–40 days by the end of the century.\textsuperscript{335}

In a study of glacier runoff in freshwater discharge, Neal et al. (2010) suggest changes in timing and magnitude of freshwater delivery to the Gulf of Alaska could impact coastal circulation as well as biogeochemical fluxes in nearshore marine ecosystems and the eastern North Pacific Ocean.\textsuperscript{336} Observed trends and future projections in glacial coverage and runoff to coastal systems in the NPLCC region include:

- **Observed trends in glacial coverage and runoff:** In the Gulf of Alaska, discharge from glaciers and icefields accounts for 47% of total annual freshwater discharge, with 10% coming from glacier volume loss associated with rapid thinning and retreat of glaciers along the Gulf of

\textsuperscript{327} Mantua et al. *Climate change in the Fraser River watershed: flow and temperature projections.* (2010, p. 204-205)
\textsuperscript{328} Nicholls et al. (2007, p. 328)
\textsuperscript{329} Stewart, Cayan and Dettinger. *Changes toward earlier streamflow timing across western North America.* (2005, p. 1136)
\textsuperscript{330} Stewart, Cayan and Dettinger. (2005, Fig. 2, p. 1141)
\textsuperscript{331} Pike et al. *Climate Change Effects on Watershed Processes in British Columbia.* (2010, p. 706)
\textsuperscript{332} Snover et al. *Uncertain Future: Climate Change and its Effects on Puget Sound.* (2005)
\textsuperscript{333} Stewart. *Changes in snowpack and snowmelt runoff for key mountain regions.* (2009, p. 90)
\textsuperscript{334} Stewart. (2009, p. 90)
\textsuperscript{335} Stewart. (2009, p. 90)
\textsuperscript{336} Neal, Hood and Smikrud. *Contribution of glacier runoff to freshwater discharge into the Gulf of Alaska.* (2010, p. 1)
Glaciers in British Columbia are out of equilibrium with the current climate, with widespread glacial volume loss and retreat in most regions. Negative trends have been documented for summer streamflow in glacier-fed catchments in British Columbia, with the exception of the northwest, where streamflow has been increasing in glacier-fed catchments.

- **Future projections in glacial coverage and runoff:** In British Columbia’s glacier-augmented regimes, peak flows would decrease and occur earlier in the year. In southeast Alaska, glacial melt is already occurring, and is likely to continue. Neal et al.’s (2010) results indicate the region of the Gulf of Alaska from Prince William Sound to the east, where glacier runoff contributes 371 km³ per year, is vulnerable to future changes in freshwater discharge as a result of glacier thinning and recession.

A fuller discussion of hydrologic changes in the geographic extent of the NPLCC can be found in *Climate Change Effects and Adaptation Approaches in Freshwater Aquatic and Riparian Ecosystems in the North Pacific Landscape Conservation Cooperative: A Compilation of Scientific Literature (Phase 1 Draft Final Report)*, a forthcoming document by the authors of this report.

**Information Gaps**

Peterson and Schwing (2008) state data and models specific to quantifying and forecasting regional precipitation and streamflow patterns are needed. In addition, climate information and predictions for watershed and ocean habitats are needed, including observations and predictions of weather patterns, streamflows, snowpack, and ocean properties. It is important to note that forecasts and predictions can not be made more than a decade or two into the future. Further, forecasts and predictions are distinct from scenarios, which describe a range of plausible futures tied to particular climate models and based on assumptions about future emissions, development patterns, fossil fuel usage, socioeconomic factors, and other factors. Please see Box 2 for information on the IPCC’s SRES scenarios.

---

337 #Neal, Hood, and Smikrud. (2010, p. 1)
338 #Pike et al. (2010, p. 703)
339 #Pike et al. (2010, p. 717)
340 #Pike et al. (2010, p. 719).
341 #AK Department of Environmental Conservation. *Climate Change in Alaska: Adaptation Advisory Group of the Governor's Sub-Cabinet on Climate Change (website)*. (2010, p. 2-3)
342 #Neal, Hood, and Smikrud. (2010, p. 1)
4. ALTERED OCEAN CURRENTS

Box 8. Summary of observed trends and future projections for ocean currents

Observed Trends

- The California Current System (CCS) is the dominant current system in the NPLCC region south of northern Vancouver Island (50°N).345
  - Off the California coast from 1950 to 1993, the mean level of the coastal thermocline (i.e., a depth of water separating two layers of different temperature) strengthened and deepened, while the offshore thermocline weakened and decreased in depth in the upper 656 feet (200 m).346
  - Off the Oregon coast, alongshore currents are much stronger than the onshore/offshore currents of the upwelling/downwelling circulation.347
- North of Vancouver Island, the Alaska Current (AC) and Alaska Coastal Current (ACC) are the dominant current systems in the NPLCC region.348
  - Sixty percent of the oxygen in the subsurface waters of the Alaskan Gyre was supplied by subarctic waters; the remaining 40% was supplied by subtropical waters.349

Future Projections

- Projections of future ocean current patterns, both globally and in the NPLCC region, were not found in the scientific and agency literature.
- Some researchers speculate future ocean currents may be similar to or exceed extremes in natural variability observed historically (e.g. of ENSO, PDO).350

Note to the reader: In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

Definition and Causes of Altered Ocean Currents

Ocean currents are primarily driven by winds, air temperature, and changes in ocean temperature, although regional features such as freshwater influx (e.g. river plumes), the width of the continental shelf, submarine canyons, banks, and coastal promontories can alter flow patterns and modulate the local upwelling response.351 Changes in fluxes of heat and freshwater at the ocean’s surface, along with surface wind forcing, play key roles in forming ocean currents, which in turn have a major effect on climate.352

---

345 Whitney, Freeland, and Robert. (2007, Fig. 1, p. 180).
347 Mote, Gavin and Huyer. (2010, p. 24)
348 Whitney, Freeland, and Robert. (2007, Fig. 1, p. 180).
352 *Rahmstorf. The current climate. (2003, p. 699)
There are two basic types of ocean circulation:

- **Thermohaline circulation** is defined as currents driven by changes to the rate of flow of heat and freshwater across the sea surface and subsequent interior mixing of heat and salt.\(^{353}\)
- **Wind-driven circulation** is relegated to the upper ocean due to stratification – in unstratified water, wind-driven currents would extend to the bottom.\(^{354}\)

The major currents of the subarctic Pacific (north of the equator) are shown in Figure 12.\(^{355}\) Ocean currents transport nutrients across large distances, at varying ocean depths, and circulate nutrients in gyres (a spiral oceanic surface current moving in a clockwise direction).\(^{356}\) For example, waters in the North Pacific Current (NPC) acquire heat and salt from the subtropics as they cross the ocean.\(^{357}\) They also contain more oxygen than waters within the Alaska Gyre (AG), and are the oxygen source for the interior waters of the eastern subarctic Pacific.\(^{358}\)

---

**Flux** refers to the amount of a substance flowing through an area over a certain period of time. Flux can be used to measure ocean currents by measuring the volume of water that passes a certain point over a certain period of time. For example, if a net were placed in the water, flux would increase as the strength of the current increases (more water passes at once), as the size of the net increases (more water passes at once), and when the net is facing exactly the direction of the current (minimal resistance to the flow of water).

---

\(^{353}\) Rahmstorf. (2003, p. 699)  
\(^{354}\) Rahmstorf. (2003, p. 699)  
\(^{355}\) Whitney, Freeland, and Robert. *Persistently declining oxygen levels in the interior waters of the eastern subarctic Pacific*. (2007, Fig. 1, p. 180)  
\(^{357}\) Whitney, Freeland, and Robert. (2007, p. 182). The authors cite Mecking et al. (2006) for this data.  
\(^{358}\) Whitney, Freeland, and Robert. (2007, p. 182)
Changes to ocean currents affect such processes as the upwelling of nutrients, coastal hypoxia and anoxia, local climate, and marine biology:

- In some situations, intensified upwelling resulting from changes in wind strength can lead to a greater flux of organic material into deeper shelf waters, leading to an increase in respiration, hypoxia, and in some cases the eruption of toxic gases such as methane and hydrogen sulfide from deep anoxic sediments. One reviewer noted a greater flux of organic material may increase primary productivity as well. \(^{360}\)

Changes to wind and ocean currents driven by anthropogenic climate change are consequently likely to interact with overfishing and eutrophication, further increasing the incidence of hypoxic and anoxic events. \(^{361}\)

- The uneven distribution of ocean heating also strongly influences the behavior of ocean currents, which play critical roles in the dynamics, local climates, and biology of the ocean. \(^{362}\)

- Natural variability within the ocean climate system also occurs at various time scales (seasonal to decadal), producing climatic phenomena such as ENSO, the North Atlantic Oscillation (NAO), and the PDO. Although how this variability will change over the coming decades is uncertain, the steady increases in heat content of the ocean and atmosphere are likely to have profound influences on the strength, direction, and behavior of the world’s major current systems. \(^{363}\)

- Changes in the behavior of ocean currents have the potential to strongly influence the distribution and abundance of marine ecosystems, as demonstrated by recent impacts of ENSO variability on kelp forests and coral reefs. \(^{365}\)

These interactions are discussed further in their respective sections of this report: in this Chapter, see Section 7 for upwelling and Section 8 for coastal hypoxia and anoxia, Box 7 for an explanation of ENSO and PDO, and Chapters IV through VII for ecosystem, habitat, and species effects. Climate patterns are discussed in Appendix 3.

---


\(^{360}\) Comment from reviewer, April 2011.

\(^{361}\) Hoegh-Guldberg and Bruno. (2010, p. 1524)

\(^{362}\) Hoegh-Guldberg and Bruno. (2010, p. 1524). The authors cite Alheit and Bakun (2010) for information on the effect of ocean heating on ocean currents.

\(^{363}\) Hoegh-Guldberg and Bruno. (2010, p. 1524). The authors cite Alheit and Bakun (2010) for this information.

\(^{364}\) Hoegh-Guldberg and Bruno. (2010, p. 1524). The authors cite Bindoff et al. (2007) for this information.

Observed Trends

Southcentral and Southeast Alaska, and British Columbia

Surveys by Whitney, Freeland, and Robert (2007) found that oxygen in the subsurface waters of the Alaskan Gyre was supplied about 60% by subarctic and 40% by subtropical waters. At an ocean station off the coast of British Columbia and southeast Alaska (station P in Figure 12), evidence of low nitric oxide waters flowing north from California was observed. Cycles of variability off the British Columbia coast were also discerned by this study, including increased ventilation of deeper, constant-density waters on an ~18 year cycle and strong, short term (few month) variability caused by passing eddies of intermediate size.

Washington

Information needed.

Oregon

In the Oregon Climate Assessment Report, Mote, Gavin, and Huyer (2010) report information on ocean currents for Oregon. After sustained summer upwelling, the resulting density gradients cause a southward current whose speed is greatest at the surface and decreases with depth. After sustained winter downwelling, the coastal current is northward; its speed tends to decrease with depth. In both seasons, alongshore currents are much stronger than the onshore/offshore currents of the upwelling/downwelling circulation. Some interannual variability in shelf currents and temperature can also be explained by local alongshore wind stress: for example, unusually strong northward winds in the El Niño winters of 1983 and 1998 enhanced the northward coastal current; unusually late arrival of northerly winds in the spring of 2005 delayed the onset of upwelling by more than a month.

Northwest California

In a study by Palacios et al. (2004) of thermal stratification in the upper 656 feet (200 m) of the California Current System (CCS) off the California coast from 1950 to 1993, the mean level of the coastal thermocline strengthened and deepened, while the offshore thermocline weakened and shoaled (i.e. decreased in depth). These tendencies are likely the result of a natural oceanic process adjusting to changes in ocean basin-scale circulation (i.e. geostrophic adjustment; geostrophic currents result when pressure from the Coriolis force is in balance with pressure due to seawater moving from areas of high to low sea level), as well as to a long-term increase in upper ocean heat content of two to nine percent.

---

368 Whitney, Freeland, and Robert. (2007, p. 179)
369 Mote, Gavin and Huyer. (2010, p. 24)
370 Mote, Gavin and Huyer. (2010, p. 24)
371 Mote, Gavin and Huyer. (2010, p. 24)
throughout the study area. Substantial decadal variability superimposed on these linear tendencies may play a role in determining the response of the upper ocean to interannual events such as El Niño. Further, it is possible that the net impact of an El Niño event on the CCS will depend greatly on the ambient conditions present at the time of the impact. The seasonal component of thermocline depth and strength exhibited a high degree of nonstationarity (i.e. varying with time), with alternating periods of weakened and enhanced annual cycles lasting three to five years, along with changes in phase.

Future Projections

Information needed. Some researchers speculated that ocean currents of the future may be similar to extremes in natural variability observed historically (e.g. ENSO, PDO) and that the negative consequences observed during extreme phases – for example, large reductions in fish populations, harmful algal blooms, hypoxia, and anoxia – could occur more frequently, or become the norm.

Information Gaps

Information is needed on global trends and future projections in ocean currents. Information is also needed on regional trends, as results from single studies are presented here. Further, information is needed on regional projections for ocean currents. Sigler et al. (2008) identify climate information needs for understanding changes in ocean circulation in the Gulf of Alaska:

- Downscaled IPCC climate scenarios resolved to drive kilometer and hourly-scale Regional Ocean Circulation Models (ROMS) with ice; and
- Archived runs of ROMS from 1900s to present.

Peterson and Schwing (2008) identify two additional climate information needs for understanding changes in ocean circulation in the California Current region, which will also inform the impacts of altered ocean circulation on species distribution and community structure in pelagic (open-ocean) habitats:

- Water mass climatology and anomaly fields (using water mass characteristics to distinguish water type and sources in near real-time), and satellite and blended satellite-model reanalysis products to provide the details of water sources and transport patterns in near real-time.
- Basin-scale ocean circulation observations and models to determine changes in gyre circulation and source and advection of water mass types.

---

374 *Palacios et al. (2004, p. 1)
375 *Palacios et al. (2004, p. 1)
376 *Palacios et al. (2004, p. 6)
377 *Palacios et al. (2004, p. 1)
381 *Peterson, W. & Schwing, F. (2008, p. 61)
5. ALTERED FREQUENCY AND SEVERITY OF STORMS

Box 9. Summary of observed trends and future projections for storm frequency and severity

Observed Trends
- Coasts are highly vulnerable to extreme events, such as storms.\textsuperscript{382} The coasts of the NPLCC region, particularly Oregon and Washington, are well-known for the severity of their winter storms.
- Wave heights have increased globally since the 1970s.\textsuperscript{383}

Future Projections
- Under scenarios of future climate change in the 21\textsuperscript{st} century, a poleward shift of storm tracks by several degrees latitude and greater storm activity at high latitudes is projected (baseline not provided).\textsuperscript{384}
- Over the 21\textsuperscript{st} century in the mid-latitudes, extratropical storms are likely to become more intense, but perhaps less frequent, likely leading to increased extreme wave heights (baseline not provided).\textsuperscript{385} Increased wind speed is associated with mid-latitude storms, resulting in higher waves produced by these storms.\textsuperscript{386} Higher sea levels will also increase the height of storm waves and surges, increasing the frequency of extreme events.\textsuperscript{387}
- In determining future beach erosion rates, several recent studies indicate that beach protection strategies and changes in the behavior or frequency of storms can be more important than the projected acceleration of sea level rise.\textsuperscript{388} One reviewer noted this is especially true of the outer coast, and less important for large estuaries like the Puget Sound.\textsuperscript{389}
- The combined effects of beach erosion and storms can lead to the erosion or inundation of other coastal systems.\textsuperscript{390}

Note to the reader: In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

Definition and Causes of Altered Frequency and Severity of Storms

Storms develop when a center of low pressure develops with a system of high pressure surrounding it. Cyclones, for example, are a weather system characterized by relatively low surface pressure compared with the surrounding air; this is associated with convergence, and therefore rising motion, cloudiness, and

\begin{itemize}
  \item \textsuperscript{382} Nicholls et al. (2007, p. 317).
  \item \textsuperscript{383} Hoffman. \textit{Designing reserves to sustain temperate marine ecosystems in the face of global climate change.} (2003, p. 135)
  \item \textsuperscript{384} Meehl et al. (2007, p. 789)
  \item \textsuperscript{385} Field et al. \textit{Climate Change 2007: Impacts, Adaptation, and Vulnerability: North America.} (2007, p. 627). The authors cite Meehl et al., 2007: Section 10.3.6.4 in the IPCC AR4, for this information.
  \item \textsuperscript{386} Meehl et al. (2007, p. 789)
  \item \textsuperscript{387} Hoffman. (2003, p. 135)
  \item \textsuperscript{388} Nicholls et al. (2007, p. 324). The authors cite Ahrendt (2001) and Leont’yev (2003) for this information.
  \item \textsuperscript{389} Personal communication with reviewer (January 2011).
  \item \textsuperscript{390} Nicholls et al. (2007, p. 324).
\end{itemize}
precipitation. One way in which climate change may affect the frequency and severity of storms is via changes to mean sea level pressure: the IPCC AR4 considers projections of the mean sea level pressure for the medium scenario A1B. Sea level pressure differences show decreases at high latitudes in both seasons in both hemispheres. The compensating increases are predominantly over the mid-latitude and subtropical ocean regions. Many of these increases are consistent across the models. This pattern of change has been linked to an expansion of the Hadley Circulation and a poleward shift of the mid-latitude storm tracks.

Observed Trends

Global

Information needed.

Alaska

Information needed.

British Columbia

Extreme sea level events, related to intense storms, can result in sea levels reaching 3.28 feet (1 meter) above the predicted high tide level.

Washington and Oregon

Along the Oregon coast, data show that both the frequency and intensity of storms have increased in recent years, and individual storms are producing higher waves and storm surges (no baseline or range provided). Along the Oregon and Washington coasts, increased vulnerability to storm surge, high tides, and accelerated coastal erosion are all listed as impacts due to climate change. This vulnerability would be compounded by an increase in average wave heights, a physical effect associated with more intense storms. The heights of storm waves measured at buoys hundreds of miles off the Oregon and Washington coasts have increased as much as eight feet since the mid-1980s (end-date not provided), and such waves deliver sixty-five percent more force when they come ashore.

Northwest California

Information needed.

391 *Tokay. Chapter 13: Mid-latitude cyclones (website). (Tokay 2009)
392 Meehl et al. (2007, p. 770)
393 *Meehl et al. (2007, p. 770)
394 *Meehl et al. (2007, p. 770)
395 *Meehl et al. (2007, p. 770)
396 *Meehl et al. (2007, p. 770). The authors cite Yin (2005) for information on the Hadley Circulation and poleward shifts in mid-latitude storm tracks. The authors refer the reader to Section 10.3.5.3 in the cited report for further discussion of patterns in sea level pressure differences.
399 *OCMP. (2009, p. 66)
400 *OCMP. (2009, p. 66)
401 *OCMP. (2009, p. 66)
Northeast Pacific Ocean (Pacific Northwest and British Columbia)

The wave climate of the Pacific Northwest is recognized for its severity, with winter storms commonly generating deep-water significant wave heights (SWHs, the average height from trough to crest of the top third highest waves) greater than 32.8 feet (10 m) (approximately one event of this magnitude per year), with the strongest storms in the region having generated SWHs in the range of 46 to 49 feet (14-15 m). In recent decades increases in wave heights generated by the most intense storms have occurred in the Northeast Pacific Ocean. Specifically, progressive multi-decadal increases in winter (October through April, the dominant season of strongest storms) SWHs have been observed: the overall range of measured SWHs has shifted toward higher values between the 1976 to 1990 and 1998 to 2007 decades. Observed changes in the rate of SWHs include:

- The annual averages of the deep-water SWHs have increased at a rate of approximately 0.049 feet/year (ft/yr; 0.015 meters/yr), while averages for the winter season (October – March) increased at the higher rate of 0.075 ft/yr (0.023 m/yr).
- Averages of the five highest SWHs measured each year have increased at the appreciably greater rate of 0.23 ft/yr (0.071 m/yr), with the rate for the annual maximum SWHs having been 0.31 ft/yr (0.095 m/yr).
- The highest rate of increase in wave heights was identified offshore from the Washington coast, with slightly lower rates of increase offshore from Oregon. Northern to central California is a zone of transition having still lower rates of SWH increases.

This increase has been documented by measurements from a series of NOAA buoys along the U.S. West Coast, and by analyses of the storm intensities and hindcasts of the generated waves, with the waves having been generated by extratropical storms. While these increases are most likely due to Earth’s changing climate, uncertainty remains as to whether they are the product of human-induced greenhouse warming or represent variations related to natural multi-decadal climate cycles. However, Ruggiero et al. (2010) state that measurements of SWHs off the U.S. Pacific Northwest coast represent a clear example for a phenomenon that was suggested by Wigley (1988) in general terms: a gradual change in the mean climate of an environmental variable can result in significant increases in the frequency of extreme events.

---

403 Ruggiero, Komar, and Allan. (2010, p. 1)
404 Ruggiero, Komar, and Allan. (2010, p. 2). The authors cite Allan and Komar (2000, 2006) for this information.
405 Ruggiero, Komar, and Allan. (2010, p. 5)
406 Ruggiero, Komar, and Allan. (2010, p. 13)
407 Ruggiero, Komar, and Allan. (2010, p. 13)
408 Ruggiero, Komar, and Allan. (2010, p. 2). The authors cite Allan and Komar (2000, 2006) for this information.
409 Ruggiero, Komar, and Allan. (2010, p. 2). The authors cite Allan and Komar (2006) and Adams et al. (2008) for this information.
410 Ruggiero, Komar, and Allan. (2010, p. 1). The authors cite Allan and Komar (2000, 2006), Mendez et al. (2006), Menendez et al. (2008a), and Komar et al. (2009) for information obtained from NOAA buoy measurements. The authors cite Graham and Diaz (2001) for information on analyses of storm intensities and hindcasts.
411 Ruggiero, Komar, and Allan. (2010, p. 1)
412 Ruggiero, Komar, and Allan. (2010, p. 6)
Future Projections

Global

The IPCC reports that the most consistent results from the majority of the current generation of models show, for a future warmer climate, a poleward shift of storm tracks in both hemispheres by several degrees of latitude.413 Greater storm activity at higher latitudes is also projected.414 In the mid-latitudes, extratropical storms are likely to become more intense, but perhaps less frequent, likely leading to increased extreme wave heights.415 This is related to increased wind speed associated with mid-latitude storms, resulting in higher waves produced by these storms, and is consistent with studies described in the IPCC AR4 that showed decreased numbers of mid-latitude storms but more intense storms.416

Alaska

Over this century, an increase of sea surface temperatures and a reduction of ice cover are likely to lead to northward shifts in the Pacific storm track and increased impacts on coastal Alaska.417

British Columbia

Information needed.

Washington

Information needed.

Oregon

In Oregon, projected changes suggest that future winter storms may be similar to recent strong El Niño-influenced storms that accelerated coastal erosion (no baseline or range provided).418

Northwest California

Information needed.

Information Gaps

Information is needed on global trends in the frequency and intensity of storms. In addition, regionally-specific information is needed to expand on the trends and projections for storms throughout the geographic extent of the NPLCC, as the information presented above pertains more closely to wave heights than storms.

413 *Meehl et al. (2007, p. 789)
414 *Meehl et al. (2007, p. 789)
415 *Field et al. (2007, p. 627). The authors cite Meehl et al., 2007: Section 10.3.6.4 in the IPCC AR4, for this information.
416 *Meehl et al. (2007, p. 789)
418 *OCMP. (2009, p. 12)
6. SEA LEVEL RISE (SLR)

Box 10. Summary of observed trends and future projections for sea level rise

Observed Trends

- Global sea level rose by about 394 feet (120 m) during the several millennia that followed the end of the last ice age (approximately 21,000 years ago), and stabilized between 3,000 and 2,000 years ago.\(^{419}\)
- Sea levels rose approximately 0.56 feet (0.40-0.72 ft; 0.17m ± 0.05) in the 20th century.\(^{420}\)
- The IPCC AR4 reports that from 1961 to 2003, sea levels rose 0.071 inches per year (0.051-0.091 inches/yr; 1.8 ± 0.5 mm/yr), while from 1993 to 2003, sea levels rose 0.12 inches per year (0.094-0.15 inches/yr; 3.1 ± 0.7 mm/yr).\(^{421}\)
- In the NPLCC region, sea level rise is less than the 1961-2003 global average at most stations.\(^{422}\)
  - In fact, a relative decline in sea level has been observed at most stations in southcentral and southeast AK (typically <0.5 inches/yr, 12.7 mm/yr),\(^{423}\) at Tofino, BC (-0.0661 inches/yr or -1.68 mm/yr),\(^{424}\) and at Neah Bay, WA (-0.064 ± 0.014 inches/yr or -1.63 ± 0.36 mm/yr).\(^{425}\)
  - On the other hand, three stations recorded sea level rise exceeding the 1961-2003 global average: Cordova, AK (0.2268 inches/yr, 5.76 mm/yr),\(^{426}\) Toke Point, WA according to some measurements,\(^{427}\) and South Beach, OR (0.107 inches/yr, 2.72 mm/yr).\(^{428}\) The regional rate of SLR in the Pacific Northwest has been estimated at ~0.091 inches/yr (~2.3 mm/yr).\(^{429}\)
  - Measurements from CA are inconclusive due to debate about the accuracy of the vertical reference system (see Box 12).

Future projections are on the next page.

Note to the reader: In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

\(^{421}\) IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 2). The 90% uncertainty interval of these values is 1.3 to 2.3 mm/yr (since 1961) and 2.4 to 3.8 mm/yr (since 1993). These uncertainty levels are not necessarily symmetric around the corresponding best estimate. See Footnote 1.1 (p. 2) of same report.
\(^{423}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)
\(^{426}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)
\(^{428}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)
\(^{429}\) Ruggiero, Brown and Komar. Impacts of climate change on Oregon’s coasts and estuaries. (2010, p. 216). The authors cite Burgette et al. (2009) for this information.
Definition and Causes of Sea Level Rise

Sea level relative to the land is mediated by four primary mechanisms:

- Changes in global ocean volume due to melting of ice caps, continental ice sheets and mountain glaciers (known as eustatic sea level rise);

Future Projections

- Global SLR is projected to increase 5.1-70 inches (13-179 cm) by the end of the 21st century across all models and scenarios presented in this report (compared to the end of the 20th century). The wide range is, in part, to the inclusion or exclusion of projected changes to ice sheet flow. For example, all values reported in the IPCC AR4 (which range from 7.1-23 inches or 18-59 cm by 2100) would increase by 3.6 to 8.4 inches (10-20 cm) if the contribution from increased ice flow from Greenland and Antarctica were to grow linearly with global average temperature change.

- In the NPLCC region, increases in sea level are projected for BC, parts of WA, OR, and CA by 2100:
  - +0.36 to 1.6 feet (0.11 – 0.5 m) on Vancouver Island and near Vancouver, BC (B1, A1B, A1F1 scenarios; see footnote for baseline information)
  - +0.82 to 1.5 feet (0.25 – 0.46 m) at Prince Rupert, BC (B1, A1B, A1F1 scenarios; see footnote for baseline information)
  - +13 inches (34 cm; no range provided) in Puget Sound, WA (1980-1999 baseline; see footnote for scenario)
  - +11 inches (29 cm; no range provided) on the central and southern WA coast (1980-1999 baseline; see footnote for scenario)
  - +50 inches (128 cm) for the areas of the OR coast experiencing little vertical land motions (1980-1999 baseline; no range provided; see footnote for scenario)
  - Up to +55 inches (1.4 meters) in CA (A2 scenario; no range provided; see footnote for baseline)

- Decreases or very little relative change are projected elsewhere in the NPLCC region:
  - -2.1 to -3.4 feet (-0.64 to -1.0 m) in southcentral and southeast Alaska by 2100 (no baseline provided).
  - Very little relative change on the northwest Olympic Peninsula (WA) will be apparent due to rates of local tectonic uplift that currently exceed projected rates of global SLR.
- Global and regional changes in ocean volume due to thermal expansion and salinity effects on water density (warmer, fresher water occupies more volume than colder, saltier water) (known as steric sea level rise);
- Regional volume changes due to dynamic atmospheric and ocean processes, such as shifting major wind systems and ocean currents; and,
- Local changes due to vertical land motions, associated with recovery from the weight of glaciers during the last Ice Age (isostatic rebounding), subsidence (sinking) in river deltas, and tectonic processes in the earth’s crustal plates (e.g. oceanic plates move beneath continental plates, resulting in uplift of land in some areas and sinking of land in others). If the rate of land uplift is greater than the rate at which sea level is rising, a net decrease in relative SLR would be observed.

**Observed Trends**

*Note: Observed trends in sea level are organized into several tables in this section. The time periods provided in these tables differ for two reasons: the available data record varies by location, and the published literature varies by the time period studied. Please refer to the notes and footnotes associated with each table for more information.*

**Global**

Global sea level rose by about 394 feet (120 m) during the several millennia that followed the end of the last ice age (approximately 21,000 years ago), and stabilized between 3,000 and 2,000 years ago. Sea level indicators suggest that global sea level did not change significantly from then until the late 19th century. The total 20th century rise is estimated to be 0.56 feet (0.40-0.72 ft; 0.17 m with a range of 0.12-0.22 m). Several researchers have measured SLR and investigated the contribution to SLR from thermal expansion (steric effects) and melting glaciers and ice caps (eustatic effects) (Table 10).

**From 1961 to 2003:**

- According to the IPCC’s AR4, global average sea level rose at an average rate of 0.071 inches per year (0.051-0.091 inches/yr; 1.8 mm/yr with a range of 1.3-2.3 mm/yr), with contributions from thermal expansion, melting glaciers and ice caps, and the polar ice sheets.

---

437 CA Natural Resources Agency. (2009, p. 18) Under the A2 emissions scenario, baseline is likely 1990 levels. The authors cite the work of Rahmstorf (2007), which projects SLR for 2100 compared to 1990 levels using a semi-empirical method, for their SLR projections. Please see the global projections for SLR section of this report for further detail on the study by Rahmstorf (2007).

438 AK Department of Environmental Conservation. (2010, p. 2-4). The authors cite Larsen et al. (2004), Kelly et al. (2007), and Pyare (2009) for this information. No baseline is provided.

439 Mote et al. *Sea level rise in the coastal waters of Washington State.* (2008, p. 3)

440 Bornhold. (2008, p. 3). Most sea level measurements are *relative to the land*, though the advent of new technologies such as satellite altimetry is expanding the record for measurements of *absolute sea level*.


442 IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 2). The 90% uncertainty interval of these values is 1.3 to 2.3 mm/yr (since 1961) and 2.4 to 3.8 mm/yr (since 1993). These uncertainty levels are not necessarily symmetric around the corresponding best estimate. See Footnote 1.1 (p. 2) of same report.
Domingues et al. (2008) found steric and eustatic effects contributed approximately fifty percent each to SLR, resulting in a total SLR of approximately 0.059 inches/yr (1.5 mm/yr).\textsuperscript{445}

**From 1993 to 2003:**

- According to the IPCC’s AR4, global average sea level rose at an average rate of 0.12 inches/yr (0.094-0.15 inches/yr; 3.1 mm/yr with a range of 2.4-3.8 mm/yr).\textsuperscript{446} Thermal expansion of the oceans (eustatic effects) contributed approximately fifty-seven percent of the sum of the estimated individual contributions to sea level rise, with decreases in glaciers and ice caps contributing approximately twenty-eight percent and losses from the polar ice sheets contributing the remainder.\textsuperscript{447} Whether the faster rate for 1993 to 2003 (compared to 1961-2003) reflects decadal variation or an increase in the longer-term trend is unclear.\textsuperscript{448}
- Domingues et al. (2008) report SLR of approximately 0.094 inches/yr (2.4 mm/yr) as well as an increase in the eustatic contribution of approximately sixty percent (compared to 1961-2003).\textsuperscript{449}
- Hansen et al. (2005) find that steric and eustatic effects contributed approximately fifty percent each to SLR: given a 0.12 inches/yr (3.1 mm/yr) SLR, Hansen et al. (2005) run five simulations to conclude that full ocean temperature changes yield a mean steric sea level rise of 0.63 inches (0.063 inches/yr; 1.6 cm overall and 1.6 mm/yr), with the remaining ~ 0.59 inches (0.059 inches/yr; 1.5 cm overall and 1.5 mm/yr) of SLR due to eustatic effects.\textsuperscript{450}

**From 2003 to 2008:**

- Cazenave et al. (2009) find eustatic contributions from land ice plus land waters has contributed seventy-five to eighty-five percent of recent SLR (~0.087 inches/yr; ~ 2.2 mm/yr), i.e., significantly more than during the decade 1993 to 2003.\textsuperscript{451} Of this, the melting of polar ice sheets and mountain glaciers are roughly equally responsible.\textsuperscript{452} Steric contributions are an additional ~ 0.012 inches/yr (0.3 mm/yr), and total SLR is ~0.098 inches/yr (2.5 mm/yr).\textsuperscript{453}

\textsuperscript{445} Domingues et al. (2008, p. 1090-1092)
\textsuperscript{446} IPCC. *Climate Change 2007: Synthesis Report*. (2007c, p. 30). The 90% uncertainty interval of these values is 1.3 to 2.3 mm/yr (since 1961) and 2.4 to 3.8 mm/yr (since 1993). These uncertainty levels are not necessarily symmetric around the corresponding best estimate. See Footnote 1.1 (p. 2) of same report.
\textsuperscript{447} IPCC. *Climate Change 2007: Synthesis Report*. (2007c, p. 30). The 90% uncertainty interval of these values is 1.3 to 2.3 mm/yr (since 1961) and 2.4 to 3.8 mm/yr (since 1993). These uncertainty levels are not necessarily symmetric around the corresponding best estimate. See Footnote 1.1 (p. 2) of same report.
\textsuperscript{448} IPCC. *Climate Change 2007: Synthesis Report*. (2007c, p. 30)
\textsuperscript{449} Domingues et al. (2008, p. 1090-1092)
\textsuperscript{450} Hansen et al. (2005, p. 1433)
\textsuperscript{452} Cazenave et al. (2009, Table 1, p. 84)
\textsuperscript{453} Cazenave et al. (2009, Table 1, p. 84)
Table 10. Contribution to sea level rise by thermal expansion (steric effects) and melting glaciers and ice caps (eustatic effects) over several time periods. (inches per year, with millimeters per year in parentheses)

<table>
<thead>
<tr>
<th>Study</th>
<th>Time period(s)</th>
<th>Steric SLR</th>
<th>Eustatic SLR</th>
<th>Total SLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domingues et al. (2008)</td>
<td>1961-2003</td>
<td>0.030 (~0.75)</td>
<td>0.030 (~0.75)</td>
<td>0.059 (1.5)</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td>--</td>
<td>+60% from 1961-2003</td>
<td>0.094 (2.4)</td>
</tr>
<tr>
<td>Hansen et al. (2005)</td>
<td>1993-2003</td>
<td>0.063 (1.6)</td>
<td>0.059 (1.5)</td>
<td>0.12 (3.1)</td>
</tr>
<tr>
<td>IPCC Working Group I (AR4; 2007)</td>
<td>1961-2003</td>
<td>--</td>
<td>--</td>
<td>0.071 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td>0.063 ± 0.0098 (1.6 ± 0.25)</td>
<td>0.047 ± 0.0079 (1.2 ± 0.2)*</td>
<td>0.12 ± 0.028</td>
</tr>
<tr>
<td>Cazenave et al. (2009)</td>
<td>2003-2008</td>
<td>0.012 ± 0.0059 (0.31 ± 0.15)</td>
<td>0.087 ± 0.011 (2.2 ± 0.28)</td>
<td>0.098 ± 0.016</td>
</tr>
</tbody>
</table>

Data not provided.; * land ice contribution only

---

Southcentral and Southeast Alaska

For much of southcentral and southeast Alaska, the available information indicates the rate of SLR is less than the global average reported in the IPCC’s AR4 (Table 8).\(^{454}\) Values range from a decline in mean sea level of 0.674 inches per year (17.12 mm/yr) from 1944 to 2007 at Skagway to an increase in mean sea level of 0.2268 inches per year (5.76 mm/yr) from 1964 to 2007 at Cordova.\(^{455}\)

British Columbia

With the exception of data reported for Prince Rupert by Abeysirigunawardena and Walker (2008), SLR from 1909 to 2006 in British Columbia is reported as less than the global average (Table 9). Regional changes in ocean volume, tectonic activity, and isostatic rebounding affect SLR in B.C. in the following ways:

- **Regional changes in ocean volume due to thermal expansion, salinity effects, and dynamic atmospheric and ocean processes:**
  - *Thermal expansion and salinity effects:* In the northeast Pacific (along the B.C. coastline), SLR due to temperature and salinity has been estimated at about 0.043 inches per year (1.1 mm/yr).\(^{456}\) Throughout the northeast Pacific, about half of the contribution is due to temperature increases and half is due to salinity decreases, but in the Strait of Georgia, salinity effects account for about sixty-three percent of the observed sea level change and temperature accounts for about thirty-seven percent, as a result of coastal run-off.\(^{457}\)
  - *Dynamic atmospheric and ocean processes:* Prevailing northwesterly (equatorward) alongshore winds in summer, combined with high atmospheric pressure and equatorward coastal currents, normally lower sea levels by about 0.3 feet (0.1 m).\(^{458}\) Conversely, southeasterly winds in winter combined with low atmospheric pressure and strong poleward

---

\(^{454}\) NOAA. *Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website).* (2007)

\(^{455}\) NOAA. *Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website).* (2007)

\(^{456}\) Bornhold. (2008, p. 8)

\(^{457}\) Bornhold. (2008, p. 8)

\(^{458}\) Bornhold. (2008, p. 7)
coastal currents can increase sea levels by over 1.6 feet (0.5 m).\textsuperscript{459} Further, fluctuations in sea level may also be attributed to an ENSO event and demonstrate that short-term changes may exceed long-term trends.\textsuperscript{460} In other words, while these changes are regionally specific (i.e., of limited time duration and spatial extent), and even though they are not the primary contributors to climate change-induced sea level rise, they may nonetheless exacerbate or mitigate the longer-term effects of global climate change-induced sea level rise.\textsuperscript{461}

- **Vertical land motions due to tectonic activity:** The continued stress of the Juan de Fuca tectonic plate as it moves beneath the North American plate results in an annual uplift of the land (and corresponding fall in sea level) of about 0.08 to 0.1 inches per year (2-3 mm/yr).\textsuperscript{462} For example, this rate has been measured on Haida Gwaii (Queen Charlotte Islands).\textsuperscript{463} Rates of crustal uplift are estimated to be as high as 0.16 inches per year (4 mm/yr) along the southwest coast of Vancouver Island near Tofino.\textsuperscript{464} This effect diminishes across Vancouver Island and the Strait of Georgia to near zero on bedrock areas near Vancouver.\textsuperscript{465} However, this tectonically driven uplift is periodically halted by strong subduction zone earthquakes, which cause the ocean floor to drop, some areas (such as the central Olympic Peninsula in Washington State) to rise, and other coastal areas to sink below sea level.\textsuperscript{466}

- **Vertical land uplift due to isostatic rebound:** the rate of rebound along the coast is estimated to be 0 to 0.16 inches per year (0-4 mm/yr);\textsuperscript{467} a narrower range of 0.0079 to 0.0098 inches per year (0.20-0.25 mm/yr) has also been reported.\textsuperscript{468}

\textsuperscript{459} Bornhold. (2008, p. 7)
\textsuperscript{460} B.C. MoE. (2007, p. 26). For example, Abeysirigunawardena and Walker (2008, p. 284) state that at Prince Rupert, there is evidence that the annual maximum sea level over 1945-2003 (1.3 inches/yr; 3.4 mm/yr) increased at twice the rate of the relative sea level trend, likely due to enhanced storm conditions and the influence of major ENSO events (e.g. 1982-1983 and 1997-1998) during this period.
\textsuperscript{461} Comments from reviewers, April & July 2011.
\textsuperscript{462} Bornhold. (2008, p. 6)
\textsuperscript{463} Bornhold. (2008, p. 6)
\textsuperscript{465} Bornhold. (2008, p. 6)
\textsuperscript{466} WA Department of Ecology. Offshore Fault (website). (2011)
\textsuperscript{467} B.C. Ministry of Environment. (2007, p. 26)
\textsuperscript{468} Bornhold. (2008, p. 6)
### Table 11. SLR Trends in Southeast Alaska, 1919-2008.

(inches per year with mm/yr in parentheses. Table created by authors of this report.)

*indicates previously published trends; †90% CI; CI = Confidence Interval; MSL = Mean Sea level

<table>
<thead>
<tr>
<th>Location</th>
<th>Time Period</th>
<th>MSL trend 469</th>
<th>95% CI 470</th>
<th>MSL trend*</th>
<th>95% CI*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ketchikan</td>
<td>1919-2007</td>
<td>-0.0075 (-0.19)</td>
<td>0.011 (0.27)</td>
<td>-0.0043 (-0.11)</td>
<td>0.012 (0.31)</td>
</tr>
<tr>
<td>Sitka</td>
<td>1924-2007</td>
<td>-0.0807 (-2.05)</td>
<td>0.013 (0.32)</td>
<td>-0.0854 (-2.17)</td>
<td>0.016 (0.41)</td>
</tr>
<tr>
<td>Juneau</td>
<td>1936-2007</td>
<td>-0.5087 (-12.92)</td>
<td>0.017 (0.43)</td>
<td>-0.4996 (-12.69)</td>
<td>0.020 (0.50)</td>
</tr>
<tr>
<td>Skagway</td>
<td>1944-2007</td>
<td>-0.6740 (-17.12)</td>
<td>0.026 (0.65)</td>
<td>-0.6567 (-16.68)</td>
<td>0.032 (0.82)</td>
</tr>
<tr>
<td>Yakutat</td>
<td>1979-2007</td>
<td>-0.4543 (-11.54)</td>
<td>0.0547 (1.39)</td>
<td>-0.226 (-5.75)</td>
<td>0.020 (0.52)</td>
</tr>
<tr>
<td>Cordova</td>
<td>1964-2007</td>
<td>0.2268 (5.76)</td>
<td>0.034 (0.87)</td>
<td>0.274 (6.97)</td>
<td>0.0465 (1.18)</td>
</tr>
<tr>
<td>Valdez</td>
<td>1973-2007</td>
<td>-0.0992 (-2.52)</td>
<td>0.0535 (1.36)</td>
<td>-0.013 (-0.34)</td>
<td>0.0776 (1.97)</td>
</tr>
<tr>
<td>Seward</td>
<td>1964-2007</td>
<td>-0.0685 (-1.74)</td>
<td>0.036 (0.91)</td>
<td>-0.0575 (-1.46)</td>
<td>0.0472 (1.20)</td>
</tr>
<tr>
<td>Seldovia</td>
<td>1964-2007</td>
<td>-0.372 (-9.45)</td>
<td>0.043 (1.10)</td>
<td>-0.391 (-9.93)</td>
<td>0.0602 (1.53)</td>
</tr>
<tr>
<td>Nikiski</td>
<td>1973-2007</td>
<td>-0.386 (-9.80)</td>
<td>0.059 (1.50)</td>
<td>-0.4217 (-10.71)</td>
<td>0.091 (2.30)</td>
</tr>
<tr>
<td>Anchorage</td>
<td>1972-2007</td>
<td>0.035 (0.88)</td>
<td>0.0606 (1.54)</td>
<td>0.109 (2.76)</td>
<td>0.0894 (2.27)</td>
</tr>
<tr>
<td>Global average 471</td>
<td>1961-2003</td>
<td>0.071 (1.8)</td>
<td>0.051 – 0.091† (1.3 – 2.3)</td>
<td>0.12 (3.1)</td>
<td>0.094 – 0.15† (2.4 – 3.8)</td>
</tr>
</tbody>
</table>

---

469 NOAA. *Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website).* (2007)

470 NOAA. *Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website).* (2007)

### Table 12. SLR Trends in British Columbia, 1909-2006.

(CI = Confidence Interval. Table created by authors of this report.)

<table>
<thead>
<tr>
<th>Location</th>
<th>Time period(s)*</th>
<th>Mean ± 95% CI (measured in inches per year)</th>
<th>Mean ± 95% CI (measured in millimeters per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prince Rupert</td>
<td>1909-2006</td>
<td>- 0.0429 ± 0.011</td>
<td>- 1.09 ± 0.27</td>
</tr>
<tr>
<td></td>
<td>1909-2003</td>
<td>0.04 ± 0.02</td>
<td>1 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>1939-2003</td>
<td>0.055 ± 0.02</td>
<td>1.4 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>1913-2004</td>
<td>0.039**</td>
<td>0.98**</td>
</tr>
<tr>
<td>Tofino</td>
<td>1909-2006</td>
<td>- 0.0626 ± 0.013</td>
<td>- 1.59 ± 0.32</td>
</tr>
<tr>
<td></td>
<td>1910-2004</td>
<td>- 0.0661**</td>
<td>-1.68**</td>
</tr>
<tr>
<td>Vancouver</td>
<td>1910-1999</td>
<td>0.015 ± 0.011</td>
<td>0.37 ± 0.28</td>
</tr>
<tr>
<td></td>
<td>1911-2004</td>
<td>0.02**</td>
<td>0.4**</td>
</tr>
<tr>
<td>Victoria</td>
<td>1909-1999</td>
<td>0.031 ± 0.0098</td>
<td>0.80 ± 0.25</td>
</tr>
<tr>
<td></td>
<td>1910-2003</td>
<td>0.024**</td>
<td>0.62**</td>
</tr>
<tr>
<td>Global average**</td>
<td>1961-2003</td>
<td>0.071 ± 0.02†</td>
<td>1.8 ± 0.5†</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td>0.12 ± 0.03†</td>
<td>3.1 ± 0.7†</td>
</tr>
</tbody>
</table>


**With the exception of Vancouver (chance of no trend >0.1), all stations have a chance of no trend less than 0.05: Prince Rupert (<0.05), Tofino (<0.001), and Victoria (<0.01).

†Global averages are reported as 90% CI.

---

**Box 11. Synergistic impacts of SLR, erosion, and flooding increase vulnerability to extreme events in the Fraser River Delta and Queen Charlotte Islands, British Columbia.**

Two areas are particularly vulnerable to SLR in B.C.: the Fraser River Delta and the Naikoon area of the Queen Charlotte Islands. The Fraser River Delta is subsiding due to altered patterns of sediment loading at the rate of 0.04 to 0.08 inches per year (1 – 2 mm/yr). Under natural conditions, sediment loading compensates for subsidence, but in the case of developed deltas such as the Fraser River Delta, human intervention (e.g. dredging, construction of training walls and dikes) diverts these sediments into deeper waters away from the delta, thereby adding to the natural subsidence rate. Due to heavy construction, some areas are subsiding further – more than 0.1 inches per year (3 mm/year), though this trend is expected to slow to 0.04 to 0.08 inches per year (1 – 2 mm/yr) over time. The Naikoon area is currently eroding, a trend that is expected to continue. In these two areas, the combination of SLR and changing weather makes them particularly susceptible to erosion and flooding during extreme events.

*Source: Bornhold. (2008, p. 7); B.C. MoE. (2007, p. 27)*

---

Washington

Measurements of SLR in Washington are comparable to the global average reported in the IPCC’s AR4, though variability around the mean is greater (Table 13).

Table 13. SLR Trends in Washington.
(CI = Confidence Interval. Table created by authors of this report.)

<table>
<thead>
<tr>
<th>Location</th>
<th>Time Periods*</th>
<th>Mean ± 95% CI** (measured in inches per year)</th>
<th>Mean ± 95% CI** (measured in millimeters per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cherry Point</td>
<td>1973-2000</td>
<td>0.055 ± 0.037</td>
<td>1.39 ± 0.94</td>
</tr>
<tr>
<td></td>
<td>1973-2007</td>
<td>0.032 ± 0.047</td>
<td>0.82 ± 1.20</td>
</tr>
<tr>
<td>Friday Harbor</td>
<td>1934-2007</td>
<td>0.044 ± 0.013</td>
<td>1.13 ± 0.33</td>
</tr>
<tr>
<td>Neah Bay</td>
<td>1934-2007</td>
<td>-0.064 ± 0.014</td>
<td>-1.63 ± 0.36</td>
</tr>
<tr>
<td>Port Angeles</td>
<td>1975-2007</td>
<td>0.0075 ± 0.055</td>
<td>0.19 ± 1.39</td>
</tr>
<tr>
<td>Port Townsend</td>
<td>1972-2007</td>
<td>0.078 ± 0.045</td>
<td>1.98 ± 1.15</td>
</tr>
<tr>
<td>Seattle</td>
<td>1898-2000</td>
<td>0.040 – 0.11</td>
<td>1.04 – 2.80</td>
</tr>
<tr>
<td></td>
<td>1898-2007</td>
<td>0.081 ± 0.0067</td>
<td>2.06 ± 0.17</td>
</tr>
<tr>
<td>Toke Point</td>
<td>1973-2000</td>
<td>0.11 ± 0.041</td>
<td>2.82 ± 1.05</td>
</tr>
<tr>
<td></td>
<td>1973-2007</td>
<td>0.063 ± 0.054</td>
<td>1.60 ± 1.38</td>
</tr>
<tr>
<td>Global</td>
<td>1961-2003</td>
<td>0.071 ± 0.02</td>
<td>1.8 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td>0.12 ± 0.03†</td>
<td>3.1 ± 0.7</td>
</tr>
</tbody>
</table>

* Data for Cherry Point (1973-2000), Seattle (1898-2000), and Toke Point (1973-2000) are reported in Mote et al. (2008, p. 7). Global data is reported in the IPCC’s AR4. All remaining data is reported by NOAA. Tides and Currents: Sea level Trends. (2010).

** The 95% CI is not reported for Cherry Point (1973-2000), Seattle (1898-2000), and Toke Point (1973-2000), as well as global data.

† Global averages are reported as 90% CI.

Oregon

Data from NOAA indicate, in general, a rise in sea level along the coast, with potential decreases in Astoria and Port Orford. However, the magnitude of change is difficult to discern due to wide variability around the mean (Table 14). In the Oregon Climate Assessment Report (OCAR), Ruggiero et al. state while global SLR during the 20th century is estimated to have been approximately 0.067 inches per year (1.7 mm/yr), Burgette et al. (2009), using several approaches, estimate that the regional rate of SLR has been approximately 0.091 inches per year (2.3 mm/yr) in the Pacific Northwest (PNW). Figure 13 presents results reproduced from OCAR.

---

Figure 13. Alongshore varying rates of relative sea level (RSL) as determined by three methods. 1) Tide-gauge records with trends based on averages of the summer only monthly-mean water levels (red circles with plusses, error bars represent the 95% confidence interval on the trends). 2) Subtracting the Burgette et al. (2009) benchmark survey estimates of uplift rates from the regional mean SLR rate (2.3 mm/yr) (small gray dots). 3) Subtracting the uplift rates estimated from GPS sites along the coast from the regional mean sea level rate (small filled black circles) Source: Ruggero et al. (2010, p. 219). See Figure 6.5. The authors cite Komar et al. (in press) for this information.
### Table 14. SLR Trends in Oregon.
(inches per year with mm/yr in parentheses. Table created by authors of this report.)
*indicates previously published trends; †90% CI; CI = Confidence Interval; MSL = Mean Sea level

<table>
<thead>
<tr>
<th>Location</th>
<th>Time Period</th>
<th>MSL trend(^{475})</th>
<th>95% CI(^{476})</th>
<th>MSL trend*</th>
<th>95% CI*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astoria</td>
<td>1925-2007</td>
<td>-0.012 (-0.31)</td>
<td>0.02 (0.40)</td>
<td>-0.0063 (-0.16)</td>
<td>0.0138 (0.46)</td>
</tr>
<tr>
<td>Charleston</td>
<td>1970-2007</td>
<td>0.051 (1.29)</td>
<td>0.0452 (1.15)</td>
<td>0.0685 (1.74)</td>
<td>0.0673 (1.71)</td>
</tr>
<tr>
<td>Garibaldi</td>
<td>1970-2007</td>
<td>0.0780 (1.98)</td>
<td>0.0717 (1.82)</td>
<td>0.0858 (2.18)</td>
<td></td>
</tr>
<tr>
<td>Port Orford</td>
<td>1977-2007</td>
<td>0.0071 (0.18)</td>
<td>0.0858 (2.18)</td>
<td>0.0563 (1.43)</td>
<td></td>
</tr>
<tr>
<td>South Beach</td>
<td>1967-2007</td>
<td>0.107 (2.72)</td>
<td>0.0406 (1.03)</td>
<td>0.138 (3.51)</td>
<td>0.138 (3.51)</td>
</tr>
<tr>
<td>Global average(^{477})</td>
<td>1961-2003</td>
<td></td>
<td>0.071 (1.8)</td>
<td>0.051 – 0.091†</td>
<td>(1.3 – 2.3)</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td></td>
<td>0.12 (3.1)</td>
<td>0.094 – 0.15†</td>
<td>(2.4 – 3.8)</td>
</tr>
</tbody>
</table>

### Table 15. SLR Trends in Northern California.
(inches per year with mm/yr in parentheses. Table created by authors of this report.)
*indicates previously published trends; -- Data not provided; †90% CI; CI = Confidence Interval; MSL = Mean Sea level

<table>
<thead>
<tr>
<th>Location</th>
<th>Time Period</th>
<th>MSL trend(^{478})</th>
<th>95% CI(^{479})</th>
<th>MSL trend*</th>
<th>95% CI*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crescent City</td>
<td>1933-2007</td>
<td>-0.026 (-0.65)</td>
<td>0.014 (0.36)</td>
<td>0.019 (-0.48)</td>
<td>0.017 (0.44)</td>
</tr>
<tr>
<td>North Spit</td>
<td>1977-2007</td>
<td>0.186 (4.73)</td>
<td>0.0622 (1.58)</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Global average(^{480})</td>
<td>1961-2003</td>
<td></td>
<td>0.071 (1.8)</td>
<td>0.051 – 0.091†</td>
<td>(1.3 – 2.3)</td>
</tr>
<tr>
<td></td>
<td>1993-2003</td>
<td></td>
<td>0.12 (3.1)</td>
<td>0.094 – 0.15†</td>
<td>(2.4 – 3.8)</td>
</tr>
</tbody>
</table>

---

\(^{475}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)

\(^{476}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)


\(^{478}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)

\(^{479}\) NOAA. Linear mean sea level (MSL) trends and 95% confidence intervals in mm/yr (website). (2007)

Northwest California

Over the 20th century, sea level has risen approximately seven inches along the California coast.\textsuperscript{481} However, the available record for northern California is limited to two tide stations at North Spit on Humboldt Bay and Crescent City near the border with Oregon (Table 15). Several reviewers noted the North Spit and Crescent City stations are the subject of intense scrutiny due to the large discrepancy between the mean sea level trends reported (Box 12).

**Box 12. The effects of tectonic activity on the vertical reference system and sea level rise measurements in Washington, Oregon, and California.**

In Washington, Oregon and particularly in northern California where three tectonic plates intersect, there is significant tectonic activity due to the proximity of the Cascadia Subduction Zone off of the Pacific Coast. In Washington and Oregon reference data points along the coast have been re-leveled to accurately reflect the elevation of land relative to sea level but this work has not yet been done for the southern portion of the Cascadia Subduction Zone between Shelter Cove, CA and the California-Oregon state boundary. Local scientists in California have estimated differences in the reference points since they were re-leveled in 1988 (NAVD88) could be several millimeters per year off. For example, NOAA tide gauges show relative sea level rise on the North Spit of Humboldt Bay and relative sea level decline in Crescent City, suggesting significant vertical errors due to seismic activity. Previously unidentified benchmark instability biases portions of tidal records by up to 0.063 inches per year (1.6 mm/yr). This issue affects the ability to understand if rises in the land surface due to uplift will keep up with SLR and also to understand areas that will subside behind the uplift. Adversely disturbed vertical survey control datum affects every project using these benchmarks including sea level and circulation models, restoration projects, measuring sedimentation, and many others.

The importance of this issue led Burgette and colleagues (2009) to quantify the spatial pattern of uplift rate in western Oregon and northernmost California using tidal and leveling records. Relative uplift rates from leveling are adjusted to the tidal cycles, accounting for uncertainties in both data types. Key sources of uncertainty include benchmark instability, tidal variations, seasonal cycles, river influences, and weather. The result of Burgette et al.’s analysis is adjusted measurements of relative sea level for the Pacific Coast between Crescent City, CA and Astoria, OR from 1925 to 2006:

<table>
<thead>
<tr>
<th>Location</th>
<th>Adjusted relative sea level rate (inches per year with millimeters per year in parentheses)</th>
<th>Adjusted standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crescent City, CA</td>
<td>-0.021 (-0.54)</td>
<td>0.003 (0.08)</td>
</tr>
<tr>
<td>Port Orford, OR</td>
<td>0.012 (-0.31)</td>
<td>0.004 (0.10)</td>
</tr>
<tr>
<td>Charleston, OR</td>
<td>0.011 (0.29)</td>
<td>0.004 (0.09)</td>
</tr>
<tr>
<td>South Beach, OR</td>
<td>0.048 (1.22)</td>
<td>0.003 (0.08)</td>
</tr>
<tr>
<td>Garibaldi, OR</td>
<td>0.035 (0.88)</td>
<td>0.004 (0.09)</td>
</tr>
<tr>
<td>Astoria, OR</td>
<td>0.002 (0.04)</td>
<td>0.003 (0.07)</td>
</tr>
</tbody>
</table>

Sources: Burgette, Weldon II, and Schmidt. Interseismic uplift rates for western Oregon and along-strike variation in locking on the Cascadia subduction zone. (2009, Table 1, p. 4); personal communication with reviewers.

\textsuperscript{481} CA Natural Resources Agency. (2009, p. 18)
Future Projections

Global

Sea level rise projections vary by the model, assumptions, and scenarios used (Table 13, Figure 14).\(^{482}\) By the end of the 21\(^{st}\) century, sea level is projected to rise:

- 5.1 inches (13 cm) to 70 inches (179 cm) by the end of the 21\(^{st}\) century (compared to the end of the 20\(^{th}\) century) across all models and scenarios presented in this report.
- 7.1 inches under the B1 scenario to 23 inches under the A1F1 scenario (18-59 cm) of SLR is projected by the end of the 21\(^{st}\) century (2090-2099) by the IPCC in the AR4, compared to a 1980-1999 baseline.\(^{483}\)
- 5.1 to 7.1 inches (13-18 cm) under the B1 scenario, 7.1 to 9.8 inches (18-25 cm) under the A1B scenario, and 7.5 to 12 inches (19-30 cm) under the A2 scenario of SLR is projected by 2100 by Meehl et al. (2005), compared to 1999 levels.\(^{484}\)
- 20 to 55 inches (50-140 cm) of SLR by 2100, compared to 1990 levels, is projected by Rahmstorf (2007) using a semi-empirical approach that assumes a proportional relationship between global temperature and global SLR.\(^{485}\)
- 41 inches (104 cm) under the B1 scenario to 56 inches (143 cm) under the A1F1 scenario (full range of 30-75 inches or 75-190 cm) of SLR is projected from 1990 to 2100 by Vermeer and Rahmstorf (2009) using a semi-empirical method, compared to 1990 levels.\(^{486}\)
- 28 to 42 inches (72-107 cm) under the B1 scenario and 43 to 63 inches (110-160 cm) under the A1F1 scenario of SLR is projected by the end of the 21\(^{st}\) century (2090-2099; compared to 1980-1999 baseline) by Grinsted et al. (2009) using a semi-empirical model linking SLR to temperature with more parameters than those used by Rahmstorf (2007) and Vermeer and Rahmstorf (2009).\(^{487}\)

\(^{482}\) Grinsted et al. (2009); IPCC. Climate Change 2007: Synthesis Report. (2007c); Meehl et al. (2005); Nicholls and Cazenave. (2010); Rahmstorf (2007); Vermeer and Rahmstorf (2009)

\(^{483}\) IPCC. Climate Change 2007: Synthesis Report. (2007c, Table 3.1, p. 45)

\(^{484}\) Meehl et al. How much more global warming and sea level rise? (2005, p. 1770-1771). Meehl’s CCSM3 results use a modeling approach similar to the IPCC’s. Please see Appendix 2 for an explanation of SRES and climate modeling.

\(^{485}\) Rahmstorf. A semi-empirical approach to projecting future sea level rise. (2007, p. 369). The corresponding correlation is highly significant (r = 0.88, P = 1.6 x 10\(^{-8}\)), with a slope of 3.4 mm/year per °C.

\(^{486}\) Vermeer and Rahmstorf. Global sea level linked to global temperature. (2009, Table 1, p. 21530-21531)

\(^{487}\) Grinsted, Moore and Jevrejeva. Reconstructing sea level from paleo and projected temperatures 200 to 2100 AD. (2009, Table 2, p. 467)
Figure 14. Global mean sea level evolution over the 20th and 21st centuries. The red curve is based on tide gauge measurements (Church and White 2006). The black curve is the altimetry record (zoomed over the 1993–2009 time span) (Cazenave and Llovel 2010). Projections for the 21st century are also shown. The shaded light blue zone represents IPCC AR4 projections for the A1FI greenhouse gas emission scenario. Bars are semi-empirical projections [red bar: (Rahmstorf 2007); dark blue bar: (Vermeer and Rahmstorf 2009); green bar: (Grinsted et al. 2009)]. Source: Nicholls & Cazenave. (2010, Fig. 1, p. 1517)

Wide variation in projected SLR by the end of the 21st century has been attributed to the observation that sea level changes cannot yet be predicted with confidence using models based on physical processes, because the dynamics of ice sheets and glaciers and to a lesser extent that of oceanic heat uptake is not sufficiently understood. For example, sea level projections presented in the IPCC’s AR4 do not include uncertainties in climate-carbon cycle feedbacks nor do they include the full effects of changes in ice sheet flow. Therefore the upper values of the IPCC ranges given are not to be considered upper bounds for sea level rise. If the contribution from increased ice flow from Greenland and Antarctica were to grow linearly with global average temperature change, the upper ranges of sea level rise reported in the AR4 would increase by 0.3 to 0.7 feet (0.1 to 0.2m). Two lines of evidence support projections of sea level rise exceeding those reported in the AR4:

- The record of past ice-sheet melting (130,000 to 127,000 years ago) indicates that the rate of future melting and related SLR could be faster than widely thought; both the Greenland Ice Sheet and portions of the Antarctic Ice Sheet may be vulnerable. During this time, Otto-Bliesner et al. (2006) report the Greenland Ice Sheet and other circum-Arctic ice fields likely contributed 7.2 to 11.2 feet (2.2-3.4 m) of SLR. Kopp et al. (2009) find the millennial average

---

488 Vermeer and Rahmstorf. (2009, p. 21527)
491 IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 45) In a footnote, the authors state “For discussion of the longer term see Sections 3.2.3 and 5.2.”
493 Overpeck et al. (2006, p. 1747)
494 Otto-Bliesner et al. Simulating Arctic climate warmth and icefield retreat in the last interglaciation. (2006, p. 1751)
rate of global SLR is very likely to have exceeded 18 feet per thousand years (5.6 m/kyr; 95% probability exceedance value) but is unlikely (33% exceedance value) to have exceeded 30 feet per thousand years (9.2 m/kyr).  

- Recently identified accelerated decline of polar ice sheet mass (both Greenland and Antarctica) in the last few years.  
  
  o **In Greenland**: Rignot and Kanagaratnam (2006) reported accelerated ice discharge in the west and particularly in the east doubled the ice sheet mass deficit from 90 to 220 cubic kilometers per year from 1996 to 2005.  
  - Chen et al. (2006) report similar findings during the period April 2002 to November 2005: the estimated total ice melting rate is 239 ± 23 cubic kilometers per year, mostly from East Greenland.  
  
  o **In Antarctica**: In a 23 square mile (60 km²) area in the Amundsen Sea region of West Antarctica, the glaciers are 60% out of balance, sufficient to raise sea level by 0.0094 inches per year (0.24 mm/yr) and all surveyed glaciers in this specific region have thinned rapidly during the 1990s. Further, the catchment regions of the Amundsen Sea glaciers contain enough ice to raise sea level by 4.3 feet (1.3 m), or 0.0094 inches per year (0.24 mm/yr) for the next 5,416 years. While these glaciers are the most rapidly advancing in Antarctica, they are likely to flow considerably faster once the ice shelves are removed and glacier retreat proceeds into the deeper part of glacier basins.

---

495 Kopp et al. *Probabilistic assessment of sea level during the last interglacial stage.* (2009, p. 863). 95% exceedance value indicates there is a 95% chance the listed value exceeds a given value.  
496 Nicholls and Cazenave. *Sea level rise and its impact on coastal zones.* (2010, p. 1517)  
499 Thomas et al. *Accelerated sea level rise from West Antarctica.* (2004, p. 258). At the time of velocity measurements, glaciers in the study area discharged 253 ± 5 cubic kilometers of ice per year to the ocean, while total snow accumulation was 160 ± 16 cubic kilometers per year over a catchment area of 393,000 square kilometers (see p. 256).  
500 Thomas et al. (2004, p. 256)  
501 Thomas et al. (2004, p. 258). The authors cite Rignot (2001) for information on the ice content of the catchment regions of the Amundsen Sea glaciers.  
502 Thomas et al. (2004, p. 258)
Southcentral and Southeast Alaska

Recent glacier retreat in the Gulf of Alaska coastal area of southeast and southcentral Alaska has resulted in the land surface rising as it readjusts to the loss of glacial ice.\footnote{AK Department of Environmental Conservation. (2010, p. 2-4)} This isostatic rebound, combined with active regional tectonic deformation, results in a rate of land uplift that is greater than the projected rate of global sea level rise.\footnote{AK Department of Environmental Conservation. (2010, p. 2-4)} Thus, over the next century, the relative sea level in these areas is projected to decrease between 2.1 and 3.4 feet (0.64-1.0 m).\footnote{AK Department of Environmental Conservation. (2010, p. 2-4) The authors cite Larsen et al. (2004), Kelly et al. (2007), and Pyare (2009) for this information. No baseline is provided.}

### Table 16. Global Average Sea Level Rise 1961-2100.

(inches with cm in parentheses. Table created by authors of this report.)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1961-2003</td>
<td>0.051 – 0.091 inches/yr (1.3 – 2.3 mm/yr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1993-2003</td>
<td>0.094 – 0.15 inches/yr (2.4 – 3.8 mm/yr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2100</td>
<td></td>
<td>20 – 55 (50 – 140)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1T</td>
<td>7.8 – 18 (20 – 45)</td>
<td>CCSM3: 7.1 (18)</td>
<td>38 – 62 (97-158)</td>
<td>35 – 51 (89-130)</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>7.8 – 17 (20 – 43)</td>
<td></td>
<td>35 – 57 (89-145)</td>
<td>32 – 47 (82-120)</td>
<td></td>
</tr>
<tr>
<td>CCSM3: 9.8 (25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>CCSM3: 12 (30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1F1</td>
<td>10 – 23 (26 – 59)</td>
<td></td>
<td>44 – 70 (113-179)</td>
<td>43 – 63 (110-160)</td>
<td></td>
</tr>
</tbody>
</table>

*The model average associated with each scenario is 41” (104 cm) for the B1 scenario, 45” (114 cm) for the B2 scenario, 49” (124 cm) for the A1T, A1B, and A2 scenarios, and 56” (143 cm) for the A1F1 scenario.

British Columbia

Projections for relative SLR by 2100 (baseline is likely 1980-1999, see footnote) for Prince Rupert, Nanaimo, Victoria, Vancouver, and the Fraser River Delta are based on extreme low, mean, and extreme
high estimates of global SLR (Table 17).\textsuperscript{506} For the extreme low and mean estimates, three of five locations fall below the global average. The notable exception is the Fraser River Delta, where projected SLR exceeds (or nearly exceeds) the global average. For the extreme high scenario, all locations are projected to exceed the global average SLR. This may be due to differences in modeling scenarios; the study does not provide detailed information on the scenarios used.

<table>
<thead>
<tr>
<th>Location</th>
<th>SLR (\textit{extreme low} estimate of global SLR)</th>
<th>SLR (\textit{mean} estimate of global SLR)</th>
<th>SLR (\textit{extreme high} estimate of global SLR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prince Rupert</td>
<td>0.3 – 1.0 (0.10 – 0.31)</td>
<td>0.82 – 1.5 (0.25 – 0.46)</td>
<td>3.1 – 3.81 (0.95 – 1.16)</td>
</tr>
<tr>
<td>Nanaimo</td>
<td>- 0.1 (- 0.04)</td>
<td>0.36 (0.11)</td>
<td>2.6 (0.80)</td>
</tr>
<tr>
<td>Victoria</td>
<td>0.06 – 0.13 (0.02 – 0.04)</td>
<td>0.56 – 0.62 (0.17 – 0.19)</td>
<td>2.9 – 3.1 (0.89 – 0.94)</td>
</tr>
<tr>
<td>Vancouver</td>
<td>0.1 – 0.59 (0.04 – 0.18)</td>
<td>0.66 – 1.1 (0.20 – 0.33)</td>
<td>2.9 – 3.4 (0.89 – 1.03)</td>
</tr>
<tr>
<td>Fraser River Delta</td>
<td>1.1 (0.35)</td>
<td>1.6 (0.50)</td>
<td>3.94 (1.20)</td>
</tr>
<tr>
<td>Global average\textsuperscript{507}</td>
<td>0.59 – 1.2 (SRES B1) (0.18 – 0.38)</td>
<td>0.69 – 1.6 (SRES A1B) (0.21 – 0.48)</td>
<td>0.85 – 1.9 (SRES A1F1) (0.26 – 0.59)</td>
</tr>
</tbody>
</table>

### Washington

In Puget Sound, a “medium” estimate of SLR by 2050 is six inches (15 cm) and by 2100 is thirteen inches (34 cm) relative to 1980-1999.\textsuperscript{508} On the northwest Olympic Peninsula, very little relative SLR will be apparent due to rates of local tectonic uplift that currently exceed projected rates of global SLR;\textsuperscript{509} the “medium” estimate projects no net SLR by 2050 and two inches (4 cm) of SLR by 2100.\textsuperscript{510} However, this tectonically driven uplift is periodically halted by strong subduction zone earthquakes, which cause the ocean floor to drop, some areas to rise, and other coastal areas to sink below sea level.\textsuperscript{511} Uplift may also be occurring along the central and southern Washington Coast at rates lower than that observed on the northwest Olympic Peninsula; however, there is a lack of available data for this region and it is difficult to predict SLR in the coming century.\textsuperscript{512} The “medium” estimate for the central and southern coast projects five inches (12.5 cm) SLR by 2050 and eleven inches (29 cm) SLR by 2100.\textsuperscript{513} Combining the IPCC high emissions scenario with 1) higher estimates of ice loss from Greenland and Antarctica, 2) seasonal changes in atmospheric circulation in the Pacific, and 3) vertical land deformation, a low-probability high-impact estimate of local SLR for the Puget Sound Basin is 22 inches (about 55 cm) by 2050 and 50 inches (128 cm) by 2100.\textsuperscript{514} Low-probability, high impact estimates are smaller for the central and southern Washington coast – 18 inches (about 45 cm) by 2050 and 43 inches (108 cm by

\textsuperscript{506} Bornhold. (2008). This study uses IPCC SRES scenarios, which use a 1980-1999 baseline.
\textsuperscript{507} IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 45)
\textsuperscript{508} *Mote et al. (2008, Table 3, p. 10)
\textsuperscript{509} *Mote et al. (2008, p. 3)
\textsuperscript{510} *Mote et al. (2008, Table 3, p. 10)
\textsuperscript{511} WA Department of Ecology. (2011)
\textsuperscript{512} *Mote et al. (2008, p. 3) (2008)
\textsuperscript{513} *Mote et al. (2008, Table 3, p. 10)
\textsuperscript{514} *Mote et al. (2008, p. 3)
2100) – and even lower for the northwest Olympic Peninsula – 14 inches (35 cm) by 2050 and 35 inches (88 cm) by 2100 due to tectonic uplift. 515 These projections are relative to a 1980-1999 baseline. 516

Oregon

Combining the IPCC high emissions scenario with 1) higher estimates of ice loss from Greenland and Antarctica, 2) seasonal changes in atmospheric circulation in the Pacific, and 3) vertical land deformation, a low-probability high-impact estimate of local SLR for the areas of the coast experiencing little vertical land motions (e.g. Tillamook County) is 22 inches (55 cm) by 2050 and 50 inches (128 cm) by 2100. 517

Northwest California

Estimates of up to 55 inches (1.4 meters) of sea level rise under the A2 emissions scenario by 2100 are projected (baseline is likely 1990 levels, see footnote). 518 This projection accounts for the global growth of dams and reservoirs and how they can affect surface runoff into the oceans, but it does not account for the possibility of substantial ice melting from Greenland or the West Antarctic Ice Sheet, which would drive sea levels along the California coast even higher. 519 Projections of sea level rise under the B1 scenario are still several times the rate of historical sea level rise, and would barely differ under a stringent “policy scenario” in which global emissions would be drastically reduced. 520 In short, even on a lower emissions trajectory and without the addition of meltwater from the major continental ice sheets, sea levels in the 21st century can be expected to be much higher than sea levels in the 20th century. 521

Information Gaps

Information is needed on regional trends in Oregon and northern California, as the available records are limited or the available data varies widely around the mean. More specific projections for Oregon and northern California are also needed. For the Gulf of Alaska region, Sigler et al. (2008) state three additional climate information needs: sea level and 500 mb pressure maps, and output from the Fifth Generation National Center for Atmospheric Research/Penn State Mesoscale Model (MM5) (which simulates mesoscale and regional scale atmospheric circulation) including winds. 522

---

515 Mote et al. (2008, p. 3)
516 Mote et al. (2008, p. 3)
517 Ruggiero et al. (2010, p. 218)
518 CA Natural Resources Agency. (2009, p. 18). The authors cite the work of Rahmstorf (2007), which projects SLR for 2100 compared to 1990 levels using a semi-empirical method, for their SLR projections. Please see the global projections for SLR section of this report for further detail on the study by Rahmstorf (2007).
519 #CA Natural Resources Agency. (2009, p. 18)
520 #CA Natural Resources Agency. (2009, p. 18)
7. ALTERED PATTERNS OF COASTAL UPWELLING

Box 13. Summary of observed trends and future projections for coastal upwelling

Observed Trends

- Available data suggests the equatorward alongshore wind stress that drives coastal upwelling increased during upwelling seasons from 1948 to 1988.524
- Substantial upwelling of nutrients over major portions of the shelf in the Coastal Gulf of Alaska has been reported, despite the fact winds are generally downwelling-favorable most of the year.525
- The coasts of British Columbia, Washington, Oregon, and California are strongly influenced by seasonal upwelling, which typically begins in early spring and ends in late summer or fall.526
  - The intensity of upwelling may have increased over the last half of the 20th century off the coasts of southern Oregon and northern California.527 The trends are not significant.528

Future Projections

- There is evidence that climate change could alter coastal upwelling patterns and boost the delivery of deep, hypoxic (i.e. low-oxygen) waters into productive nearshore zones.529,530
- Along the B.C. coast, summer upwelling-favorable winds are projected to increase in speed by 5-10% and rotate clockwise by ~5% (statistically significant) by 2080-2099 (1976-1995 baseline; A1B).531 Projected changes suggest a coherent pattern: between 2030-2049 and 2080-2099, they amplify by a factor of 2 or 3.532
- Using data gathered off the northern Oregon coast, 17 models predict increases in July upwelling (two models project substantial decreases) for 2030-2039 (1980-89 baseline; A1B).533 However, given inherent limitations in properly modeling upwelling, the projections are highly uncertain.534
- Snyder et al. (2003) have projected increased upwelling between San Francisco and the CA/OR border under scenarios of increased carbon dioxide concentrations (e.g. 580 ppm vs. 280 ppm baseline or using the A1 scenario (635-686 ppm) vs. 338-369 ppm baseline).535 The peak is projected to shift later in the year, while the onset of upwelling is projected to occur up to a month later.536

Note to the reader: In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

524 Bakun. Global climate change and intensification of coastal ocean upwelling. (1990, p. 200)
525 Hermann et al. Quantifying cross-shelf and vertical nutrient flux in the Coastal Gulf of Alaska with a spatially nested, coupled biophysical model. (2009, p. 2474)
526 Feely et al. Evidence for upwelling of corrosive "acidified" water onto the continental shelf. (2008)
528 Mote, Gavin and Huyer. (2010, p. 26-27)
531 Merryfield, Pal and Foreman. (2009, p. 10)
532 Merryfield, Pal and Foreman. (2009, p. 10)
533 Wang, Overland and Bond. (2010, p. 265)
534 Wang, Overland and Bond. (2010, p. 265)
535 Snyder et al. Future climate change and upwelling in the California Current. (2003, p. 8.2, 8-3)
536 Snyder et al. (2003, p. 8-4)
Definition and Causes of Altered Patterns of Coastal Upwelling

Upwelling refers to the replacement of shallow surface water by deeper, colder, saltier, nutrient-rich, and oxygen-poor water in response to equatorward winds pushing surface waters offshore.\(^{537}\) Upwelling of deep water occurs along the western margin of continents when the wind blows towards the equator (Figure 15).\(^{538}\) As the wind blows the water towards the equator, the Coriolis force causes the water to turn west and away from the coast.\(^{539}\) Along the coast from Vancouver Island to Baja California (i.e. in the coastal waters of the California Current), alongshore winds blowing toward the equator push surface waters offshore from approximately April through October.\(^{540}\) These surface waters must be replaced by other waters, a process that occurs via the upwelling of cold, salty, nutrient-rich, CO\(_2\)-rich, and oxygen-poor intermediate depth (328 to 656 ft; 100 to 200 m) offshore waters onto the continental shelf.\(^{541}\) Air-sea fluxes during coastal upwelling result in net uptake of atmospheric O\(_2\) and a concomitant release of marine CO\(_2\) (upwelled waters have more CO\(_2\) and less O\(_2\) than the marine air, so marine CO\(_2\) is released to the air and atmospheric O\(_2\) is absorbed into the ocean to restore the balance at the air-sea interface).\(^{542}\)

The California Current (CCS) is a ~621-mile-wide (1000 km), sluggish current spanning the Pacific Coast from ~20°N (near Guadalajara, Mexico) to 50°N (northern Vancouver Island). It is the dominant current in the NPLCC region south of 50°N. Superimposed on the mean flow, alongshore winds blowing toward the equator result in the upward movement of deeper, nutrient-rich water (known as upwelling). Dynamics influencing the CCS at finer geographic scales include: coastline shape (straighter in the north), continental shelf shape and width (wider and flatter in the north), the presence of submarine canyons (most are in the north), and significant freshwater input from the Columbia River and Strait of Juan de Fuca. In general, salinity and temperature increase southward and salinity also increases with depth (see Figure 15).


---

\(^{537}\) Feely et al. (2008)
\(^{538}\) Monterey Bay Aquarium Research Institute. Upwelling (website). (2010)
\(^{539}\) Monterey Bay Aquarium Research Institute. (2010)
\(^{540}\) Hauri et al. Ocean acidification in the California Current System. (2009, p. 63)
\(^{541}\) Feely et al. (2008, p. 1491)
\(^{542}\) Lueker. Coastal upwelling fluxes of O\(_2\), N\(_2\)O, and CO\(_2\) assessed from continuous atmospheric observations at Trinidad, CA. (2004, p. 106)
\(^{543}\) Feely et al. (2008, p. 1491) The authors cite Hickey in Volume 2 of The Sea (Robinson and Brink, Eds,1998) and Pennington and Chavez (2000) for this data.
\(^{544}\) Feely et al. (2008, p. 1491)
As described in Chapter II, recent decades have seen a substantial build-up of CO$_2$ and other greenhouse gases in the earth’s atmosphere.\(^{545}\) Resulting inhibition of nighttime cooling and enhancement of daytime heating should lead to intensification of the continental thermal lows adjacent to upwelling regions.\(^{546}\) This intensification would be reflected in increased onshore-offshore atmospheric pressure gradients, intensified alongshore winds, and accelerated coastal upwelling circulations.\(^{547}\) With intensified upwelling, enrichment (i.e., of the waters with food sources due to upwelling) can be increased which would be beneficial to organisms, however the concentration of sufficient food to sustain a population may be decreased due to increased mixing and retention (i.e., of the organisms and the food sources in the same area) may also be decreased by increased seaward transport of surface water.\(^{548}\) Overall this could have a negative effect on the marine ecosystems, as the current balance of these three factors (enrichment, concentration, and retention) will change with changes in upwelling.\(^{549}\)

**Observed Trends**

**Global**

Data from widely separated areas around the world (e.g. California, Peru, Spain) suggest that the equatorward alongshore wind stress that drives coastal upwelling increased during the respective upwelling seasons from 1948 to 1988.\(^{550}\)

**Alaska**

The winds off of Alaska are generally downwelling-favorable at the coast over most of the year.\(^{551}\) However, Hermann et al. (2009) report substantial upwelling of nutrients over major portions of the shelf in the Coastal Gulf of Alaska, driven by local wind-stress curl.\(^{552}\) These effects are large enough to overwhelm the smaller downwelling flux at the coast throughout the growing season.\(^{553}\) These results are derived from a nutrient transport budget informed by output from a spatially nested, coupled hydrodynamic and lower trophic model of the Coastal Gulf of Alaska.\(^{554}\)

**Southern British Columbia, Washington, Oregon, and California (the California Current System)**

From northern California to southern Vancouver Island, the magnitude of along-shelf wind stress decreases by a factor of eight.\(^{555}\) Upwelling-favorable wind stress is weaker by as much as a factor of two off the coast of Washington than off the coast of Oregon.\(^{556}\)

---

\(^{545}\) Bakun. (1990, p. 198). The authors cite Ramanathan (1988) for this information.

\(^{546}\) Bakun. (1990, p. 198)

\(^{547}\) Bakun. (1990, p. 198). The authors refer to Figure 1 in the cited report.

\(^{548}\) Snyder et al. (2003, p. 8-4)

\(^{549}\) Snyder et al. (2003, p. 8-4)

\(^{550}\) Bakun. (1990, p. 200)

\(^{551}\) Hermann et al. (2009, p. 2474)

\(^{552}\) Hermann et al. (2009, p. 2474)

\(^{553}\) Hermann et al. (2009, p. 2474)

\(^{554}\) Hermann et al. (2009, p. 2474)

\(^{555}\) Hickey and Banas. *Why is the northern end of the California Current System so productive?* (2008, p. 92)

\(^{556}\) Hickey and Banas. *Oceanography of the U.S. Pacific Northwest Coastal Ocean and Estuaries with Application to Coastal Ecology.* (2003, p. 1028)
(OCAR) reports on three estimates of the alongshore wind stress as indicators of the intensity of upwelling:

- **Wind measurements at Buoy 46050** (about 20 nautical miles, or 37 km, west of Newport): Hourly measurements began in 1985, and data are available from NOAA. This time series is not yet long enough to determine a long-term trend, but data indicate that the average intensity of upwelling in each year from 2005 to 2008 was stronger than the 20-year average of 1985 to 2005.

- **Wind stress data** (from the National Center for Environmental Prediction, NCEP, and Kalnay et al., 1996; data available since 1948): Daily wind stress values were used to determine the dates of onset and cessation of seasonal upwelling, and to calculate the average and variance of the alongshore wind stress during each upwelling season. The seasonal average has no significant trend, but the variance has increased significantly over the last fifty years, by about thirty-five percent off the southern Oregon coast (45ºN) and by about fifty percent off the northern California coast (41ºN).

- **Monthly values of the Coastal Upwelling Index** off the coast of southern Oregon (45ºN, 125ºW) and northern California (42ºN, 125ºW) (provided by the Pacific Fisheries Environmental Laboratory, [http://www.pfeg.noaa.gov](http://www.pfeg.noaa.gov)): Averaging the June, July, August, and September (JJAS) values together yields an annual estimate of the intensity of upwelling. The average JJAS index at this location increased over the past fifty years, particularly off southern Oregon, though much of the trend is due to a recent decade of strong winds (1995 - 2005). Slow variations in the eleven-year running average do not seem to be correlated with the PDO.

**Northwest California**

Observations show that wind-driven upwelling along the California coast has increased over the past 30 years (specific time period not provided; however, the article was published in 2003). During upwelling events off the coast of Trinidad Head in northern California, regional air-sea fluxes of O₂, nitrogen (N₂), nitrous oxide (N₂O), and CO₂ were monitored. As expected, periods of low Potential Oxygen of the Atmosphere (APO, a signal of marine oxygen) coincided with elevated levels of N₂O, offshore flow, and reduced ocean temperatures. However, it was found that atmospheric APO and N₂O are constraining two independent aspects of coastal biogeochemistry: N₂O constrains the rate of ventilation of the...
subsurface waters, while APO constrains a combination of subsurface ventilation and mixed-layer biological production.\textsuperscript{568}

**Future Projections**

**Global**

There is evidence that climate change could alter coastal upwelling patterns and boost the delivery of deep, hypoxic (i.e. low-oxygen) waters into productive nearshore zones.\textsuperscript{569,570} With increased global warming, the coastal surface waters in subtropical and tropical eastern ocean boundaries (e.g. the California Current) could cool relative to the surfaces of either the continental land mass on one side or the ocean interior on the other.\textsuperscript{571} Similarly, as atmospheric greenhouse gas content increases, the rate of heating over the land is further enhanced relative to that over the ocean, particularly as night-time radiative cooling is suppressed by an increasing degree of blockage of outgoing longwave radiation.\textsuperscript{572} This causes intensification of the low pressure cells over the coastal interior.\textsuperscript{573} A feedback sequence is generated as the resulting pressure gradient increase is matched by a proportional wind increase, which correspondingly increases the intensity of the upwelling in a nonlinear manner (by a power of 2 or more under these strong wind conditions) which, in concert with ocean surface cooling produced by the intensified upwelling, further enhances the land–sea temperature contrast, the associated cross-shore pressure gradient, the upwelling-favorable wind, and so on.\textsuperscript{574}

**Southcentral and Southeast Alaska**

*Information needed.*

**British Columbia**

Merryfield, Pal, and Foreman (2009) examine future trends in modeled winds in response to human-induced climate change along the B.C. coast.\textsuperscript{575} Two intervals, 2030-2049 and 2080-2099, are compared to the 1976-1995 baseline period (A1B scenario).\textsuperscript{576} In the winter season, when marine winds are generally southerly and downwelling favorable, the multimodel ensemble mean exhibits statistically insignificant changes consisting of an approximately five percent intensification and slight counterclockwise rotation.\textsuperscript{577} In the summer upwelling season, when climatological winds are primarily northwesterly under the influence of the North Pacific High (NPH; a semi-permanent, subtropical area of high pressure in the

\begin{thebibliography}{99}
\bibitem{568} Lueker. (2004, p. 104)
\bibitem{569} Grantham et al. (2004)
\bibitem{570} Levin et al. (2009)
\bibitem{571} Bakun. (1990, p. 200)
\bibitem{572} Bakun and Weeks. \textit{Greenhouse gas buildup, sardines, submarine eruptions and the possibility of abrupt degradation of intense marine upwelling ecosystems.} (2004, p. 1016)
\bibitem{573} Bakun and Weeks. (2004, p. 1016)
\bibitem{574} Bakun and Weeks. (2004, p. 1016-1017). The authors cite Trenberth et al. (1990) for information on the specific increase in intensity of upwelling – by a power of 2.
\bibitem{575} Merryfield, Pal and Foreman. \textit{Projected future changes in surface marine winds off the west coast of Canada.} (2009, p. 6)
\bibitem{576} Merryfield, Pal and Foreman. (2009, p. 6)
\bibitem{577} Merryfield, Pal and Foreman. (2009, p. 9)
\end{thebibliography}
North Pacific Ocean, strongest in the summer and displaced toward the equator during winter when the Aleutian Low becomes more dominant), the projected changes implied by the multimodel ensemble mean consist of an increase in wind speed together with a clockwise rotation of the wind vector. The changes in 2080–2099 relative to the 1976–1995 base period are statistically significant and amount to five to ten percent increases in wind speed and approximately 5° clockwise rotations in wind direction. In addition the projected changes consistently amplify by a factor of two to three between 2030–2049 and 2080–2099, suggesting a coherent pattern of change.

By comparison, Wang et al. (2008) found that most of the climate models they considered show an increase in alongshore, upwelling favorable wind stress at 45°N along the Oregon coast in summer between 1980–1989 and 2030–2039. These changes appear consistent with a gross northward shift in the pattern of upwelling favorable winds along the North American west coast. Such a shift in turn is consistent with modeled changes in June-July-August mean sea level pressure, which corresponds to a northward shift in the NPH.

**Washington**

*Information needed.*

**Northern Oregon**

Wang, Overland, and Bond (2010) assessed the decadal averaged upwelling index for July off the coast of northern Oregon (45°N, 125°W) and projected changes from 1980-89 to 2030-39 using the A1B scenario. They state that for the California Current region, seventeen models predict increases in July upwelling with only two models (CSIRO-mk3.0 and PCM) indicating substantial decreases. Given the inherent limitations of the models to properly handle upwelling, the projections from Wang, Overland, and Bond’s analysis are highly uncertain, and further analysis is warranted.

**Southern Oregon and Northwest California**

According to Diffenbaugh, Snyder and Sloan (2004), Snyder et al. (2003) have shown that both the seasonality and peak strength of upwelling in the California Current (along the California coast only) are sensitive to elevated CO₂ concentrations, with radiative forcing resulting in an intensified peak season in the northern region (north of Point Conception). Using a regional climate model run under four cases (constant concentrations of 280 ppm and 580 ppm CO₂; and comparing 1980-1999 to 2080-2099 under the A1 scenario), Snyder et al. (2003) show that increased CO₂ forcing affects wind-stress curl by causing

---

578 Merryfield, Pal and Foreman. (2009, p. 10). The authors cite Bograd et al. (2002, Fig. 1b) for information on winds in the summer upwelling season under the influence of the North Pacific High.
583 Merryfield, Pal and Foreman. (2009, p. 10). The authors refer the reader to Fig. 8 (bottom) in the cited report.
584 Wang, Overland and Bond. Climate projections for selected large marine ecosystems. (2010, p. 265)
585 Wang, Overland and Bond. (2010, p. 265)
586 Wang, Overland and Bond. (2010, p. 265)
an increase in the land-ocean temperature gradient.\(^{588}\) This temperature gradient, which is substantial during the summer months, contributes to the alongshore winds that drive upwelling.\(^{589}\) For the Upper Northern region (San Francisco Bay to the California/Oregon border) the wind-stress curl increases are concentrated in the warmest months of June through September.\(^{590}\) Temporally, the peak of the upwelling season is projected to shift later in the year and the onset is projected to occur up to a month later.\(^{591}\)

In contrast to Snyder et al., Mote and Mantua (2002) find that the high-pressure cells associated with mid-latitude coastal upwelling are robust features of the climate and are relatively unaffected by climate change under two global climate simulations (comparing the 2080s to the 1990s).\(^{592}\) However, the model underestimates interdecadal variability, which complicates detection of an anthropogenic influence on upwelling.\(^{593}\) Bakun and Weeks (2004) state that the inconclusive results produced by global-scale climate change models such as those used by Mote and Mantua (2002) necessarily confound the smaller-scale near-coastal intensification response with an opposite larger basin-scale relaxation response.\(^{594}\) Further, they state that Snyder et al.’s (2003) simulations have clearly supported the intensification hypothesis because they use a regional climate model possessing sufficiently higher resolution to effectively differentiate between the two effects.\(^{595}\)

These studies illustrate future projections of coastal upwelling due to climate change remain uncertain. We leave further discussion of coastal upwelling and its impacts under a changing climate to other sections in this report, namely Section 8 of this Chapter (altered patterns of coastal hypoxia and anoxia), Sections 1 and 2 in Chapter IV (altered nutrient cycling and altered ocean productivity, respectively), Sections 2 and 3 in Chapter VI (altered phenology and development, and shifts in community composition, competition, and survival, respectively), and Chapter VII (implications for key fish, wildlife, plants, plankton, and shellfish).

\(^{588}\) Snyder et al. (2003, p. 8-4). In the 1980-1999 period, CO\(_2\) concentrations ranged from 338 to 369 ppm. In the 2080-2099 period, CO\(_2\) concentrations ranged from 635 to 686 ppm.

\(^{589}\) Snyder et al. (2003, p. 8-4)

\(^{590}\) Snyder et al. (2003, p. 8-4)

\(^{591}\) Snyder et al. (2003, p. 8-4)

\(^{592}\) Mote and Mantua. Coastal upwelling in a warmer future. (2002, p. 1,2)

\(^{593}\) Mote and Mantua. (2002, p. 3). If the simulations presented by Mote and Mantua are correct, then no long-term trend in upwelling would be expected, and the variability and trends in observed upwelling have no anthropogenic component. If, on the other hand, the models’ underrepresentation of interdecadal variability is somehow connected with an inability to represent anthropogenic influence, for instance through unrealistic locking to geographic features, then these projections of a changeless upwelling regime are unlikely. Note: these sentences are from the cited report, page 3.

\(^{594}\) Bakun and Weeks. (2004, p. 1017)

\(^{595}\) Bakun and Weeks. (2004, p. 1017)
Figure 15. Primary physical processes in the California Current System (CCS) in summer. (Left) A map of the CCS with bottom topography and typical surface currents (blue arrows), showing the location of submarine canyons (red), regions with longer than average residence times (green, “retention areas”), and primary sources of freshwater (yellow, the Strait of Juan de Fuca and the Columbia River). The Columbia River plume is depicted in the bi-directional pattern frequently seen in the summer season. Regions where upwelling is primarily two dimensional (“straight coast upwelling”) are differentiated from those farther south that are more three dimensional (“filaments and jets”). (Right) A cartoon showing typical circulation patterns for an arbitrary subregion of the CCS in plan view (upper) and cross section (lower). In the cross section, circles with dots indicate equatorward flow; circles with crosses indicate poleward flow. Retention areas over banks, behind capes, and within bays and estuaries are noted in green text. Upwelling water next to the coast is shown as darker blue. Note that river plumes are generally warmer than coastal waters in summer. Source: Hickey and Banas. (2008, Fig. 1, p. 92)
Information Gaps

Information is needed on regional trends and projections of coastal upwelling, particularly for Alaska, British Columbia, and Washington. Since climate change is likely to affect upwelling in various (poorly understood) ways, Peterson and Schwing (2008) identify a number of information needs relative to climate change and upwelling response.\textsuperscript{596}

- Dates of spring and fall transition, length of upwelling season, overall average magnitude of upwelling, and some measure of the frequency of upwelling events in relation to meanders in the jet stream (sensu Bane et al., 2007). A forecast of the approximate date of spring transition would be useful in forecasting migration and recruitment for many species.
- An index of when the upwelling system has truly transformed from a winter unproductive state to a summer productive state. This will require an index of biological variables.
- Actual measures of the effectiveness of upwelling in terms of the depths from which water upwells, and the nutrient content of that water. A connection between upwelling and stratification will allow study of the biological effectiveness of upwelling.
- Better spatially-resolved coastal wind fields, from satellites or blended measured-modeled products.
- Improved atmospheric models with high-resolution winds, ocean models with upper ocean and coastal circulation and density and nutrients
- Improved regional climate models with projections of the timing, intensity and location of coastal upwelling.
- Ocean models with reliable coastal physics and high resolution to capture Ekman transport and ocean stratification, and can be coupled to biological models to determine phytoplankton production, biomass, subduction, and grazing.
- Forecast models to give short-term and seasonal predictions of wind forcing and upwelling in coastal areas.
- An El Niño/La Niña forecast to assist in determining the timing and strength of upwelling, as well as the quality of source water.

\textsuperscript{596} *Peterson and Schwing, (2008, p. 55)
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8. ALTERED PATTERNS OF COASTAL HYPOXIA AND ANOXIA

Box 14. Summary of observed trends and future projections for coastal hypoxia and anoxia

Observed Trends

- Seasonal hypoxia is a normal occurrence off the coasts of southern BC, WA, OR, and CA.\textsuperscript{597} However, an increase in severe hypoxic events has been observed off the OR and WA coasts since 2002.\textsuperscript{598}
  - Severe hypoxia (0.21 - 1.57 mL/L DO) was detected 1.2-3.1 miles (2-5 km) off the central OR coast in July-September 2002.\textsuperscript{599}
  - Hypoxia covered an especially large area of WA’s continental shelf in 2006, and the lowest dissolved oxygen (DO) concentrations to-date (<0.5 mL/L) were recorded at the inner shelf.\textsuperscript{600} From 2003-2005, hypoxic events were within the range of WA’s historical record.\textsuperscript{601}
- In deeper waters off the coast of British Columbia, the hypoxic boundary rose from approximately 1300 feet to about 980 feet (400 m to about 300 m) deep over fifty years (1956-2006).\textsuperscript{602}

Future Projections

- Present-day anomalous hypoxic events are consistent with expectations of how these systems might be altered due to climate change.\textsuperscript{603} However, it has not been proven that climate change is the cause.\textsuperscript{604}
- As oxygen declines in the subarctic Pacific, the hypoxic threshold will rise.\textsuperscript{605}
- It would take a little more than 20 years to create hypoxia in waters off the BC coast, assuming no ventilation and an oxygen consumption rate of about 4 µmol kg\textsuperscript{-1 yr\textsuperscript{-1}}.\textsuperscript{606} A more precise time period was not provided; however, the study was published in 2007.

Note to the reader: In Boxes, we summarize the published and grey literature. The rest of the report is constructed by combining sentences, typically verbatim, from published and grey literature. Please see the Preface: Production and Methodology for further information on this approach.

Definition and Causes of Altered Patterns of Coastal Hypoxia and Anoxia

“Hypoxia” describes the condition of a water column that is largely deficient of dissolved oxygen – generally, a body of water is considered hypoxic when there is less than two milligrams of dissolved...
oxygen per liter of water (2.0 mg/L). \(^607\) “Anoxia” is used to describe a water body that is devoid of dissolved oxygen. For each °F (°C) that water warms, oxygen solubility (the capacity to dissolve oxygen) decreases by about 1% (about 2%). \(^608\) Several physical and biological processes interact to create hypoxic events (Figure 16):

- **Changing wind patterns and ocean currents:** Changing wind patterns and ocean currents promote upwelling and advection of low-oxygen, nutrient rich (i.e. nitrogen-rich) deep ocean waters. \(^609\) These “oxygen minimum zones” can occur naturally in deep waters, where respiration removes oxygen that is not replenished by contact with the sea surface. \(^610\) Upwelling, however, can transport these oxygen-poor waters onto productive continental shelves, where respiration can further reduce water-column dissolved oxygen (DO) content and thus subject coastal ecosystems to the risk of hypoxia or anoxia. \(^611\)

- **Oxygen demand exceeds oxygen supply:** Biological oxygen demand exceeds the supply of oxygen from surface waters, typically as a result of increased microbial respiration, stimulated by accumulated carbon from enhanced primary production in surface waters. \(^612\) The enhanced production results from increased nitrogen (and sometimes phosphorus) availability. \(^613\)

- **Stratification:** Oxygen depletion is exacerbated in situations where water masses are highly stratified or isolated from oxygenated water bodies. \(^614\) Stratification results from strong thermal or salinity gradients; for example, from excessive rain or runoff from land. \(^615\)

- **Age, temperature, and salinity:** Hypersaline waters and warm waters hold less dissolved oxygen than cold, fresher water. \(^616\) Where warm, saline waters enter the ocean or where waters are very old, hypoxia is more likely. \(^617\)

\(^607\) Information as cited in Grantham et al. (2004), *Upwelling-driven nearshore hypoxia signals ecosystem and oceanographic changes in the northeast Pacific.*

\(^608\) *Najjar et al. The potential impacts of climate change on the mid-Atlantic coastal region.* (2000, p. 226)

\(^609\) Grantham et al. (2004)

\(^610\) Grantham et al. (2004)

\(^611\) Chan et al. *Emergence of anoxia in the California Current large marine ecosystem.* (2008, p. 1)

\(^612\) Levin et al. (2009, p. 3566)

\(^613\) Levin et al. (2009, p. 3566)

\(^614\) Levin et al. (2009, p. 3567)

\(^615\) Levin et al. (2009, p. 3567)

\(^616\) Levin et al. (2009, p. 3568)

\(^617\) Levin et al. (2009, p. 3568)
Global climate change could increase the likelihood of hypoxia in the oceans and coastal environments by altering the physical environment in at least five ways:

- **Increased water temperature:** As a result of increasing SST, less oxygen will be able to dissolve into the warmer waters.\(^{618}\)

- **Increasing stratification:** Most of the time, stratification is a natural process, but long-term warming trends in the ocean, climate-related precipitation changes, and altered riverine input can insert a human element.\(^{619}\)

- **Altered wind and upwelling patterns:** The wind patterns that cause upwelling are due in part to temperature differences between the land and ocean surface, and it is thought that global climate change will promote more heating over the land than over the neighboring ocean, thereby resulting in more intense upwelling events that may bring low-oxygen water closer to the shore and ocean surface.\(^{620}\)

- **Ocean acidification:** Reduced transport of organic matter to the deeper layers of the ocean (caused by impacts to calcifying organisms) leads to enhanced remineralization of organic matter in shallow waters.\(^{621}\) This effect leads to higher oxygen demand in the upper ocean, resulting in a drop in the dissolved oxygen concentration there.\(^{622}\) Because these waters constitute the source of the upwelling waters in the California Current System (located off the coasts of California, Oregon, Washington, and southern British Columbia), such a decrease likely will cause more frequent low-oxygen events along the U.S. West coast in the future.\(^{623}\) However, Hauri et al.

---

\(^{618}\) California Natural Resources Agency *California Climate Adaptation Strategy*. (2009, p. 66)

\(^{619}\) Levin et al. (2009, p. 3567)


\(^{621}\) Hauri et al. (2009, p. 69). The authors cited Balch and Utgoff (2009) for this information.

\(^{622}\) Hauri et al. (2009, p. 69). The authors cited Hofmann and Schellnhuber (2009) for this information.

\(^{623}\) Hauri et al. (2009, p. 69)
(2009) note that such concomitant perturbations also complicate their detection and surveillance.\textsuperscript{624}

Researchers suggest that, in areas with strong seasonality such as the coastal waters of the western coast of North America, organisms are susceptible to mortality when dissolved oxygen concentrations fall below 1.0 mL/L and mass mortality occurs at concentrations less than 0.5 mL/L.\textsuperscript{625} These conditions occurred off the Oregon coast in 2002 and 2006, resulting in mass mortality of fish, Dungeness crab, and bottom-dwelling invertebrates.\textsuperscript{626} Please see Chapter VII Section 4 for further information on the impacts of these hypoxic events on shellfish.

**Observed Trends**

**Regional**

Along the continental margins of the northeast Pacific Ocean, there is an extensive oxygen minimum zone (OMZ; \(\sim 66-4856\) feet, or \(\sim 20-1480\) m, deep), where dissolved oxygen falls below 0.5 mL/L.\textsuperscript{627} Helly and Levin (2004) report the lower boundary of the OMZ would not be expected to shift significantly over seasonal to decadal intervals, although the upper boundary may experience seasonal fluctuations (e.g. of 82 feet, or 25 m, off Chile) and interannual shifts of up to 213 to 328 feet (65-100 m).\textsuperscript{628}

**Southcentral and Southeast Alaska**

*Information needed.*

**British Columbia**

Off the coast of British Columbia, the hypoxic boundary has shoaled from about 1300 feet (400 m) to about 980 feet (300m) over fifty years (1956-2006).\textsuperscript{629} In the depth range \(\sim 410-980\) feet (125-300 m), oxygen decreased between 17\% and 30\% (20-40 \(\mu\)mol kg\(^{-1}\)) from 1956 to 2006.\textsuperscript{630} Concomitant with this change is an overall trend in warming and oxygen loss in the waters below the ocean mixed layers to depths of at least 3280 feet (1000 m).\textsuperscript{631}

**Washington**

Along Washington’s outer coast, the historical record (1950-1986) shows hypoxia is more prevalent and severe than that observed off the coast of northern Oregon, likely due to small-scale differences in ocean topography.\textsuperscript{632} From 2003 to 2005, hypoxic events off the Washington coast occurred at levels

\textsuperscript{624} Hauri et al. (2009, p. 69)
\textsuperscript{625} Connolly et al. (2010, p. 3)
\textsuperscript{626} Grantham et al. (2004)
\textsuperscript{627} Grantham et al. (2004, p. 751). The authors cite Kamykowski and Zentara (1990) for this data. Please see Helly and Levin (2004, Fig. 2, p. 1163) for the depth of the OMZ in the eastern Pacific.
\textsuperscript{628} Helly and Levin. Global distribution of naturally occurring marine hypoxia on continental margins. (2004, p. 1165)
\textsuperscript{629} Whitney, Freeland and Robert. (2007, p. 179)
\textsuperscript{630} Whitney, Freeland and Robert. (2007, p. 196)
\textsuperscript{631} Whitney, Freeland and Robert. (2007, p. 179)
\textsuperscript{632} Connolly et al. (2010, p. 1, 7)
previously observed in the historical data.\footnote{Connolly et al. (2010, p. 1, 8)} The year 2006 was an exception, with hypoxia covering an especially large area of the Washington continental shelf and dissolved oxygen concentrations below 0.5 mL/L at the inner shelf, lower than any known previous observations at that location.\footnote{Connolly et al. (2010, p. 1)} In a study of hypoxia in central Puget Sound and Hood Canal by Brandenberger et al. (2008), data from sediment cores suggest hypoxia has occurred to a greater degree prior to significant human alterations beginning in the 1900s.\footnote{Brandenberger et al. Reconstructing trends in hypoxia using multiple paleoecological indicators recorded in sediment cores from Puget Sound, WA. (2008, p. iii)} However, the data do not resolve the timing of short-lived hypoxia events that led to fish kills in Hood Canal during the early 21st century.\footnote{Brandenberger et al. (2008, p. iii)} The decoupling between the increase in anthropogenic factors and the low oxygen conditions in the deep waters of the basin is somewhat counterintuitive and opposite to what has been observed in other coastal systems, in which the onset of low oxygen conditions came as a result of a rise in land use changes (i.e. agriculture and deforestation).\footnote{Brandenberger et al. (2008, p. iv-v)} In fact, the paleoecological indicators suggest that climate oscillations, such as the Pacific Decadal Oscillation (PDO), may influence the ventilation of deep water in Puget Sound and particularly their least mixed regions such as the southern end of Hood Canal.\footnote{Brandenberger et al. (2008, p. v)}

**Oregon**

Between July and September 2002, severe (0.21 - 1.57 mL/L DO) inner-shelf hypoxia was detected in central Oregon, from Florence to Newport.\footnote{Grantham et al. (2004, p. 750)} Bottom dissolved-oxygen concentrations of 0.21–1.57 mL/L were found to extend from the shelf break to nearshore stations (1.2–3.1 miles; 2–5 km offshore).\footnote{Grantham et al. (2004, p. 750)} In shallow waters, researchers note the severe hypoxia is particularly surprising given the potential for air-sea oxygen equilibration caused by turbulent conditions (e.g. significant wave height exceeding three meters).\footnote{Grantham et al. (2004, p. 751)} In addition, strong winds favoring upwelling were ineffective in eroding stratification on the inner shelf, and upwelling therefore resulted in the net shoreward transport of cold, saline, dissolved-oxygen-depleted deep water onto the inner shelf.\footnote{Grantham et al. (2004, p. 751)} In 2006, researchers documented anoxia on the inner shelf in central Oregon, where it had never before been recorded (although hypoxic waters have historically been upwelled onto the continental shelf, these waters have generally remained on the deeper, outer portions of the shelf).\footnote{Chan et al. Emergence of anoxia in the California Current large marine ecosystem. (2008)} Five decades of available records show little evidence of shelf hypoxia and no evidence of severe inner-shelf hypoxia before 2000.\footnote{Chan et al. (2008, p. 1)} More specifically, hypoxic water in depths less than 165 feet (50.3 m) in this region is considered unusual, and was not reported before 2002 although measurements were made along the Oregon coast for over fifty years.\footnote{PISCO. (2009, p. 2)
Box 15. Impacts of hypoxia on the structure, function, and processes of biological communities in the marine environment.

A recent paper by Ekau et al. (2010) provides an extensive review of the impacts of hypoxia on the structure and processes in pelagic (open ocean) communities. Discussion of impacts is organized by taxonomic group and includes gelatinous plankton, crustacea, mollusks/squid, and fish. Effects on physiology, reproduction, spatial distribution, growth, and other factors are also discussed. Figure 17 summarizes the behavioral and physiological responses of marine organisms to varying oxygen saturation levels.

A literature review conducted by Vaquer-Sunyer and Duarte (2008) suggests hypoxia affects benthic (bottom-dwelling) marine organisms above the commonly used hypoxic threshold of two milligrams of oxygen per liter (2 mg O₂/L).646 Based on their review, the researchers state fish and crustaceans are most vulnerable, while mollusks, cnidarians, and priapulids were most tolerant.647 Since some benthic marine organisms may be sensitive to exposure to higher oxygen levels than previously thought, the vulnerability of these organisms and the coastal ecosystem as a whole to hypoxia may be greater than currently recognized.648

---

Future Projections

Regional

Scientists have suggested hypoxic events in the northeast Pacific are due to anomalous upwelling driven by unusual changes in wind patterns.\textsuperscript{649} These wind patterns are what might be expected to result from increased differences between land and sea surface temperatures due to global climate change.\textsuperscript{650} Specifically, temperature gradients across the shore support more intense alongshore winds, which drive

\textsuperscript{649} Grantham et al. (2004)
\textsuperscript{650} Bakun and Weeks. (2004)
surface water off the coast and result in the upwelling of deeper waters.\textsuperscript{651} Further, as oxygen declines in the subarctic Pacific, the hypoxic threshold will rise.\textsuperscript{652} The changes in oceanic and atmospheric conditions that have produced the anomalous hypoxic events are consistent with expectations of how these systems might be altered due to climate change; however, it has not been proven that climate change is the cause.\textsuperscript{653}

**Southcentral and Southeast Alaska**

*Information needed.*

**British Columbia**

Assuming no ventilation and an oxygen consumption rate of about four micromoles per kilogram per year, it would take a little more than twenty years to create hypoxia in waters off the coast of British Columbia.\textsuperscript{654}

**Washington**

*Information needed.*

**Oregon**

*Information needed.*

**Northwest California**

*Information needed.*

**Information Gaps**

Information is needed on trends in hypoxia and anoxia off the coasts of southcentral and southeast Alaska, as well as northern California. More specific information on future projections in hypoxia and anoxia throughout the NPLCC region is also needed.

---

\textsuperscript{651} Bakun. (1990); Bakun and Weeks. (2004)

\textsuperscript{652} Whitney, Freeland and Robert. (2007, p. 196)

\textsuperscript{653} PISCO. (2009)

IV. IMPLICATIONS FOR MARINE & COASTAL ECOSYSTEMS

Marine ecosystems are centrally important to the biology of the planet. Ecosystem production and structure respond to changes in ocean regimes. Although there is considerable uncertainty about the spatial and temporal details, climate change is clearly and fundamentally altering ocean ecosystems. Based on a search of the scientific and grey literature, the following implications of climate change for marine and coastal ecosystems in the NPLCC region have been identified:

1. Altered nutrient cycling
2. Altered ocean productivity
3. Altered food web dynamics
4. Multiple stressors and thresholds

Two large marine ecosystems (LME) are found in the NPLCC region – the Gulf of Alaska LME and the California Current Ecosystem (CCE). The Gulf of Alaska LME lies off the southern coast of Alaska and the western coast of Canada. The California Current is a ~621-mile-wide (1000 km), sluggish current spanning the North American Pacific Coast from ~20°N (near Guadalajara Mexico) to 50°N (northern Vancouver Island). The cold Subarctic Current, as it bifurcates towards the south, serves as the boundary between the Gulf of Alaska and the California Current LME.

Recent changes in Alaska’s coastal waters include general warming of ocean surface waters, warming of the southeast Bering Sea bottom waters over the continental shelf, a more strongly stratified ocean, hypothesized decrease in ocean productivity, alteration of pelagic ocean habitat, and changes in the distribution of species. These changes have the potential to affect the structure, function, productivity, and composition of Alaska’s marine ecosystems, which may negatively impact the protected marine species that live or migrate through these ecosystems (e.g. North Pacific right whale).

In the Gulf of Alaska, Sigler, Napp, and Hollowed (2008) identify ocean acidification, as well as climate regimes and ecosystem productivity, as major climate-related concerns.

The northern end of the CCE is dominated by strong seasonal variability in winds, temperature, upwelling, plankton production, and the spawning times of many fishes, whereas the southern end of the CCE has much less seasonal variability in these parameters. For some groups of organisms, the
northern end of the CCE is dominated by sub-arctic boreal fauna whereas the southern end is dominated by tropical and sub-tropical species. Higher trophic level organisms often take advantage of the strong seasonal cycles of production in the north by migrating to the region during the summer to feed. Animals exhibiting this behavior include pelagic seabirds such as black-footed albatross and sooty shearwaters, fishes such as Pacific whiting and sardines, and humpback whales. Overall, the climate-species linkages in the CCE are extremely complex. The five issues of greatest concern in the CCE are:

- Increased variability in climate forcing,
- Changes to the magnitude and timing of freshwater input,
- Changes in the timing and strength of the spring transition and their effect on marine populations,
- Ocean warming and increased acidification and their impact on pelagic habitat, and
- Changes in ocean circulation and their impact on species distribution and community structure.

The following structure will be used to present information on the implications of climate change for the NPLCC region’s marine and coastal ecosystems:

- **Observed Trends** – observed changes at the global level, for the Gulf of Alaska LME, and for the California Current Ecosystem. Section 3 (altered food web dynamics) also describes region-wide changes.
- **Future Projections** – projected direction and/or magnitude of change at the global level, for the Gulf of Alaska LME, and for the California Current Ecosystem. Section 3 (altered food web dynamics) also describes region-wide projections.
- **Information Gaps** – information and research needs identified by reviewers and literature searches.

Note: Section 4 (Multiple stressors and thresholds: Discussion) is presented as a discussion because the available information could not be classified as observed trends or future projections.
1. ALTERED NUTRIENT CYCLING

Observed Trends

Global

Information needed.

Gulf of Alaska LME

Several recent studies have assessed nutrient cycling processes in the Gulf of Alaska:

- In a study of glacier runoff in freshwater discharge, Neal, Hood, and Smikrud (2010) conclude changes in timing and magnitude of freshwater delivery to the Gulf of Alaska could impact coastal circulation as well as biogeochemical fluxes in nearshore marine ecosystems and the eastern North Pacific Ocean.°71 Hood and Scott (2008) find that different levels of glacial coverage can alter the timing and magnitude of freshwater, dissolved organic matter, and nutrient yields.°72 Taken together, their results indicate that decreasing watershed glacial coverage leads to lower riverine yields of freshwater, inorganic phosphorus, and labile dissolved organic matter.°73

- Hood et al. (2009) find that direct runoff from Gulf of Alaska glaciers produces a conservative dissolved organic carbon flux of 0.13 ± 0.01 Teragrams per year (Tg/yr) to downstream ecosystems.°74 Furthermore, the dissolved organic carbon bioavailability value from the most heavily glaciated catchment suggests that ~0.1 Tg of the annual dissolved organic carbon derived from Gulf of Alaska glaciers is readily bioavailable.°75 Because glacial streamwater turbidities are high and riverine transit times from glaciers to their estuaries are short across broad regions of the Gulf of Alaska, a substantial portion of this labile dissolved organic carbon is probably delivered to marine heterotrophic communities without biological or photochemical alteration.°76 Thus, changes in riverine yields of dissolved organic matter and nutrients due to reductions in glacier extent in coastal watersheds may affect the productivity and function of nearshore coastal ecosystems.°77 As stated above, the results of studies by Neal, Hood, and Smikrud (2010) and Hood and Scott (2008) indicate that decreasing watershed glacial coverage leads to lower riverine yields of freshwater, inorganic phosphorus, and labile dissolved organic matter.°78

California Current Ecosystem

Information needed.

°671 *Neal, Hood and Smikrud. Contribution of glacier runoff to freshwater discharge into the Gulf of Alaska. (2010, p. 1)
°672 *Hood and Scott. (2008, p. 583)
°673 *Hood and Scott. (2008, p. 585)
°675 *Hood et al. (2009, p. 1046)
°676 *Hood et al. (2009, p. 1046)
°677 *Hood and Scott. (2008, p. 583)
°678 *Hood and Scott. (2008, p. 585)
Future Projections

Global

Information needed.

Gulf of Alaska LME

Iron is an essential micronutrient that limits primary productivity in much of the ocean, including the Gulf of Alaska. Dust is thought to be one of the most important sources of iron to the Gulf of Alaska, but as with most regions, there are few measurements. Crusius et al. (2011) recently described a potentially important but largely undocumented source of dust and iron to the Gulf of Alaska: glacial flour-rich riverbed sediments of coastal Alaska (results described in next section). In their conclusion, they state it remains important to examine whether dust fluxes are increasing in high-latitude locations in response to glacial recession and climate change, and what the impact might be on marine ecosystems. If glaciers continue their present-day pattern of increasing mass loss due to a warming climate, more glacial flour may be transported to the Gulf of Alaska by dust plumes and other mechanisms, affecting phytoplankton growth and Gulf of Alaska ecosystems.

Freshwater inflows into estuaries influence water residence time, nutrient delivery, vertical stratification, salinity and control of phytoplankton growth rates. Decreased freshwater inflows increase water residence time and decrease vertical stratification, and vice versa. For example, increased melting of glaciers in the Gulf of Alaska coupled with warmer sea surface temperatures will result in increased stratification of the Gulf. Areas with enhanced riverine input into the coastal ocean will also see greater vertical stratification.

California Current Ecosystem

Since some of the source waters that supply the northern California Current originate in the Gulf of Alaska, more stratified source waters will contribute to increased stratification of coastal waters of the northern California Current.

Comparing the 2081-2120 period to a 40-year period representative of 1860 climate conditions (A2 scenario), Rykaczewski and Dunne (2010) find that despite increased surface temperatures, associated increased stratification, and relatively modest changes in upwelling, nitrate concentration in the upper 200 m of the CCE is projected to increase eighty percent by year 2100. This significant increase in nitrate

---

679 *Crusius et al. (2011, p. 1)
680 *Crusius et al. (2011, p. 1)
681 *Crusius et al. (2011, p. 1)
682 *Crusius et al. (2011, p. 5)
683 *Eos “Research Spotlights” (2011, p. 18)
684 *Nicholls et al. (2007, p. 328)
685 *Nicholls et al. (2007, p. 328). The authors cite Moore et al. (1997) for this information.
687 *Peterson, W. & Schwing, F. (2008, p. 56)
688 *Peterson, W. & Schwing, F. (2008, p. 56)
689 *Rykaczewski and Dunne. Enhanced nutrient supply to the California Current Ecosystem with global warming and increased stratification in an earth system model. (2010, p. 2). The authors refer the reader to Fig. S2b for
concentration is in opposition to the decreased concentration in the subtropical North Pacific (20°N to 45°N) that is expected given the increased stratification.690

Through the NPLCC region, the decrease in biodiversity in hypoxic areas will reduce ecosystem resilience and resistance and may decrease its function in nutrient cycling processes.691

**Information Gaps**

Information is needed on observed patterns of nutrient cycling in the California Current Ecosystem, as well as observed trends and future projections for global patterns of nutrient cycling. Further, quantitative projections of nutrient cycling patterns under scenarios of future climatic change are needed for the NPLCC region.

---

690 Rykaczewski and Dunne. (2010, p. 2)
2. ALTERED OCEAN PRODUCTIVITY

Observed Trends

Global

The annual primary production (accumulation of plant growth during a specified time period, typically by photosynthesizers such as phytoplankton) of the world’s oceans has decreased by at least six percent since the early 1980s, with nearly seventy percent of this decline occurring at higher latitudes and with large relative decreases occurring within Pacific and Indian ocean gyres (see Chapter 3, Section 4 for further information on gyres). \(^{692}\) Global declines in net primary production (as estimated from the SeaWiFS satellite sensor) between 1997 and 2005 were attributed to ocean surface warming. \(^{693}\)

In a meta-analysis of the effects of ocean acidification on marine organisms, ocean acidification did not have a significant overall mean effect on photosynthesis. \(^{694}\) Although calcifying organisms had a more negative mean effect than non-calcifying organisms, the difference was not significant. \(^{695}\) The mean effect was different amongst taxonomic groups, with a significant negative mean effect on calcifying algae. \(^{696}\)

Gulf of Alaska LME

Iron is an essential micronutrient that limits primary productivity in much of the ocean, including the Gulf of Alaska. \(^{697}\) In a study of hydrologic and meteorological controls and their importance as a source of bioavailable iron in glacial flour dust storms, Crusius et al. (2011) found that glacial flour (i.e., fine-grained sediment resulting from glacial erosion) dust plumes are transported several hundred kilometers beyond the continental shelf into iron-limited waters of the Gulf of Alaska. \(^{698}\) They estimated the mass of dust transported from the Copper River valley during one event in 2006 to be twenty-five to eighty kilotons. \(^{699}\) Based on conservative estimates, this equates to a soluble iron loading of 30 to 200 tons. \(^{700}\)

Crusius et al. suggest the total amount from the entire Gulf of Alaska coastline is two to three times larger – comparable to the annual iron flux to Gulf of Alaska surface waters from eddies of coastal origin. \(^{701}\)

---

\(^{692}\) Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Gregg et al. (2003) for information about higher latitudes and Polovina et al. (2008) for information about the Pacific and Indian oceans.

\(^{693}\) Janetos et al. (2008, p. 166)

\(^{694}\) Kroeker et al. Meta-analysis reveals negative yet variable effects on ocean acidification on marine organisms. (2010, p. 1425)

\(^{695}\) Kroeker et al. (2010, p. 1425). The authors refer the reader to Fig. 2 in the cited report and provide statistics for this result: \(Q_M = 0.30, \text{d.f.} = 1, P = 0.59\).

\(^{696}\) Kroeker et al. (2010, p. 1425). The authors refer the reader to Fig. 3 in the cited report and provide statistics for taxonomic groups (\(Q_M = 12.03, \text{d.f.} = 3, P = 0.02\)) and calcifying algae (\(\ln\text{RR} = -0.33, 95\% \text{bias-corrected confidence interval} = -0.39 \text{ to} -0.22\)).

\(^{697}\) Crusius et al. (2011, p. 1)

\(^{698}\) Crusius et al. (2011, p. 1)

\(^{699}\) Crusius et al. (2011, p. 1)

\(^{700}\) Crusius et al. (2011, p. 1)

\(^{701}\) Crusius et al. (2011, p. 1)
California Current Ecosystem

The vertical gradient in ocean temperature off California has intensified over the past several decades.\textsuperscript{702} Roemmich and McGowan (1995) credited this change in temperature structure for the observed long-term decline in zooplankton biomass.\textsuperscript{703} In recent years, the northern California Current appears to have recovered from two summers of poor productivity (2005 and 2006) – the ocean was cold during the winter of 2006-07, the spring transition to upwelling conditions was very early (February), and zooplankton biomass returned to levels not seen since summer of 2004.\textsuperscript{704}

Future Projections

Global

Sarmiento et al. (2004) examined six different coupled climate model simulations to determine the ocean biological response to climate warming between the beginning of the industrial revolution and 2050.\textsuperscript{705} Three different primary production algorithms were used to estimate the response of primary production to climate warming based on estimated chlorophyll concentrations.\textsuperscript{706} The three algorithms give a global increase in primary production of 0.7\% at the low end to 8.1\% at the high end, with very large regional differences.\textsuperscript{707}

Steinacher et al. (2010), on the other hand, project decreases in global mean primary productivity and export of particulate organic carbon by 2100 relative to preindustrial conditions (A2 scenario; multi-model analysis).\textsuperscript{708}

Finally, algae growth in lagoons and estuaries may respond positively to elevated dissolved inorganic carbon (DIC), though marine macroalgae do not appear to be limited by dissolved organic carbon levels.\textsuperscript{709}

Region-wide

Beyond the coastal waters of the NPLCC region (i.e., farther out to sea than the California Current), production and chlorophyll concentration over most of the North Pacific are projected to decline with future warming, consistent with the changes in nutrient concentration discussed in the previous section.\textsuperscript{710} The projected decline in production is greatest in the subtropical region (20\% median decline by 2100 relative to 1860 levels between 20° and 45° N; A2 scenario) where primary production is limited by the supply of macronutrients.\textsuperscript{711} In the subarctic Pacific, where production is colimited by iron, light, and macronutrients, the relative decline in production is less (5\% decline between 45° and 65° N); increased

\textsuperscript{702} *Peterson, W. & Schwing, F. (2008, p. 56). The authors cite Palacios et al. (2004) for this information and refer the reader to Figure 4 in the cited report.
\textsuperscript{703} *Peterson, W. & Schwing, F. (2008, p. 56)
\textsuperscript{704} *Peterson, W. & Schwing, F. (2008, p. 45)
\textsuperscript{705} *Sarmiento et al. Response of ocean ecosystems to climate warming. (2004, p. 1)
\textsuperscript{706} *Sarmiento et al. (2004, p. 1)
\textsuperscript{707} *Sarmiento et al. (2004, p. 1)
\textsuperscript{708} *Steinacher et al. Projected 21\textsuperscript{st} century decrease in marine productivity: a multi-model analysis. (2010, p. 979)
\textsuperscript{709} Nicholls et al. (2007, p. 329-330). The authors cite Beer and Koch (1996) for this information.
\textsuperscript{710} *Rykaczewski and Dunne. (2010, p. 2). The authors refer the reader to Fig. 1c in the cited report.
\textsuperscript{711} *Rykaczewski and Dunne. (2010, p. 2)
stratification acts to reduce light limitation and thus iron demand in the subarctic, enhancing the efficiency of nitrate uptake.\footnote{Rykaczewski and Dunne. (2010, p. 2)}

**Gulf of Alaska LME**

If global warming results in shorter winters in the north Pacific, areas where production is light limited may see higher productivity.\footnote{Peterson, W. & Schwing, F. (2008, p. 53)} For example, phytoplankton blooms are initiated currently as early as February off northern California in years when storm intensity is low.\footnote{Peterson, W. & Schwing, F. (2008, p. 53-54)}

**California Current Ecosystem**

The coastal plain estuaries of the Pacific Northwest, with the exception of the Columbia River, are relatively small, with large tidal forcing and highly seasonal direct river inputs that are low to negligible during the growing season.\footnote{Hickey and Banas. (2003, p. 1010)} Primary production in these estuaries is likely controlled not by river-driven stratification but by coastal upwelling and exchange with the ocean.\footnote{Hickey and Banas. (2003, p. 1010)}

Future ocean productivity in the California Current is mediated by several mechanisms, each of which interacts to determine productivity. Available research on these mechanisms supports both increased and decreased ocean productivity. Increases in ocean productivity may occur in the following situations:

- Rykaczewski and Dunne (2010) examined changes in nutrient supply and productivity of the California Current Ecosystem under projected conditions of future global climate.\footnote{Rykaczewski and Dunne. (2010, p. 1)} Comparing the 2081-2020 period to a 40-year period representative of 1860 (A2 scenario), they conclude primary production is projected to increase in the CCE with future warming (10% by 2100) in response to increased nitrate supply tempered by increased iron and light colimitation.\footnote{Rykaczewski and Dunne. (2010, p. 2)}

- Currently light limited areas (e.g., the northern California Current) may see higher productivity in the future.\footnote{Peterson, W. & Schwing, F. (2008, p. 53)} Early blooms result in bursts in egg production by both copepods and euphausiids, initiating a cohort of animals that reach adulthood one-two months earlier than a cohort that is initiated with the onset of upwelling in March or April.\footnote{Peterson, W. & Schwing, F. (2008, p. 54)} The result would be a longer plankton production season.\footnote{Peterson, W. & Schwing, F. (2008, p. 53)}

Decreases in ocean productivity may occur in the following situations:

- Given that the future climate will be warmer, the upper ocean at the basin scale will almost certainly be, on average, more stratified.\footnote{Peterson, W. & Schwing, F. (2008, p. 54)} This will make it more difficult for winds and upwelling to mix the upper layers of the coastal ocean, and will make offshore Ekman pumping less effective at bringing nutrients into the photic zone.\footnote{Peterson, W. & Schwing, F. (2008, p. 53)} The result will be lower primary
productivity everywhere (with the possible exception of the nearshore coastal upwelling zones).\textsuperscript{724}

- Some global climate models predict a higher frequency of El Niño events, while others predict the intensity of these events will be stronger.\textsuperscript{725} If true, primary and secondary production will be greatly reduced in the CCE, with negative effects transmitted up the food chain.\textsuperscript{726} However, despite considerable progress in understanding the impact of climate change on many of the processes that contribute to El Niño variability, it is not yet possible to say whether ENSO activity will be enhanced or damped, or if the frequency of events will change.\textsuperscript{727}

**Information Gaps**

Information is needed on observed patterns of ocean productivity in southcentral and southeast Alaska, as the research presented here is from a single study. Quantitative data on observed patterns of ocean productivity throughout the NPLCC region is also needed. For future projections, information is needed for the Gulf of Alaska LME as well as globally.

\textsuperscript{724} Peterson, W. & Schwing, F. (2008, p. 53)
\textsuperscript{725} Peterson, W. & Schwing, F. (2008, p. 45)
\textsuperscript{726} Peterson, W. & Schwing, F. (2008, p. 45)
\textsuperscript{727} Collins et al. *The impact of global warming on the tropical Pacific Ocean and El Nino.* (2010, p. 391)
3. ALTERED FOOD WEB DYNAMICS

Observed Trends

Global

Information needed.

Region-wide

In the Pacific Ocean, Chavez et al. (2003) report that air and ocean temperatures, atmospheric carbon dioxide, landings of anchovies and sardines, and the productivity of coastal and open ocean ecosystems have varied over periods of about fifty years.728 Sardine and anchovy “regimes” are associated with large-scale changes in ocean temperatures; for twenty-five years the Pacific is warmer than average (the warm, sardine regime) and then switches to cooler than average for the next twenty-five years (the cool, anchovy regime).729 In the northeast Pacific, an intensification (sardine) or relaxation (anchovy) of the Aleutian Low has also been observed.730 Instrumental data provide evidence for two full cycles.731

- **Cool (anchovy) phases from about 1900 to 1925 and 1950 to 1975:** A stronger and broader California Current, brought about during the anchovy regime, is associated with a shallower coastal thermocline from California to British Columbia, leading to enhanced primary production.733

- **Warm (sardine) phases from about 1925 to 1950 and 1975 to the mid-1990s:** The “sardine regime” of the 1930s and 1940s was most notable for the sardine fishery off California and its collapse.735 During the sardine regime from the late 1970s to the early 1990s, zooplankton and salmon declined off Oregon and Washington but increased off Alaska.736 Seabird populations decreased off California and Peru.737

As implied above, in the mid-1970s, the Pacific changed from a cool “anchovy regime” to a warm “sardine regime.”738 The mid-1970s change has been widely recognized in a myriad of North Pacific climatic and biological time series and has been referred to as the 1976–1977 regime shift, even though its precise timing is difficult to assess.739 Some indices suggest that the shift occurred rapidly whereas others

728 *Chavez et al. From anchovies to sardines and back: multidecadal change in the Pacific Ocean. (2003, p. 217)
729 *Chavez et al. (2003, p. 217)
730 *Chavez et al. (2003, p. 218). The authors cite Miller et al. (1994) for this information.
731 *Chavez et al. (2003, p. 217)
732 *Chavez et al. (2003, p. 217)
733 *Chavez et al. (2003, p. 218). The authors refer the reader to Figure 2 in the cited report.
734 *Chavez et al. (2003, p. 217)
735 *Chavez et al. (2003, p. 217). The authors cite Lluch-Cota, Hernández-Vázquez and Lluch-Cota (1997) and refer the reader to Figure 1E in the cited report for information on the sardine regime of the 1930s and 1940s.
736 *Chavez et al. (2003, p. 218). The authors cite Hare and Mantua (2000) and Benson and Trites (2002) for this information.
737 *Chavez et al. (2003, p. 218). The authors cite Veit, Pyle and McGowan (1996) for information on California.
738 *Chavez et al. (2003, p. 217)
739 *Chavez et al. (2003, p. 217). The authors cite Ebbesmeyer et al. (1991) for information on climatic time series, Hare and Mantua (2000) and Benson and Trites (2002) for information on biological time series, and Miller et al. 19994) and Frances and Hare (1994) for information on the 1976-1977 regime shift.
suggest a more gradual change, though all indicate a shift in the 1970s. Table 18 further describes the atmospheric, biological, and ecological changes associated with this regime shift.

**Gulf of Alaska LME**

*Information needed.*

**California Current Ecosystem**

Increasing hypoxia seems to benefit gelatinous plankton and/or squid as observed in the Benguela and California current regions. Other components of the “classical” marine foodweb are negatively affected: certain copepods and fish. Within these groups the response is very complex.

- In general, small pelagic fish species, such as clupeids, could be more vulnerable than higher evolved and more adaptable species such as gobies or flat fish.
- No systematic investigation exists on whether higher evolved fishes are more tolerant or adaptive to hypoxic conditions than less evolved ones.

Jumbo squid (*Dosidicus gigas*) are opportunistic predators with high turnover rates and high consumption rates. Climate change has already been shown to force the range expansions of many marine species towards the poles, with animals with the greatest turnover rates showing the most rapid distributional responses to warming. Results from a food web study by Field et al. (2007) reflect the widely held perception of jumbo squid being a highly flexible predator with the ability to rapidly adapt to new environmental conditions during range expansions.

Currently there is insufficient information to estimate plausible or possible impacts on California Current food webs, due to a lack of abundance information and incomplete knowledge of how movement and food habits may differ across seasons and between inshore and offshore waters. However, that jumbo squid are opportunistic predators with high turnover rates and high consumption rates, and that among their important prey are several of the current (and historically) largest fisheries (e.g., by volume along the U.S. West Coast, suggest that impacts are plausible. For example, stomach samples collected by Field et al. included Pacific hake (*Meriucius productus*), small flatfish, rockfish, Pacific sardine (*Sardinops sagax*), Northern anchovy (*Engraulis mordax*), and California market squid (*Loligo opalescens*). Such impacts could drive changes at both higher and lower trophic levels.

---

740 *Chavez et al. (2003, p. 217)
741 *Ekau et al. (2010, p. 1690)
742 *Ekau et al. (2010, p. 1690)
743 *Ekau et al. (2010, p. 1690)
744 *Ekau et al. (2010, p. 1690)
745 *Ekau et al. (2010, p. 1690)
746 *Field et al. Range expansion and trophic interactions of the jumbo squid (*Dosidicus gigas*) in the California Current. (2007, p. 143)
747 *Field et al. (2007, p. 142). The authors cite Perry et al. (2005) for this information.
748 *Field et al. (2007, p. 142)
749 *Field et al. (2007, p. 143)
750 *Field et al. (2007, p. 143)
751 Field et al. (2007, Fig. 4, p. 138)
752 *Field et al. (2007, p. 143)*
Future Projections

Global

Animal metabolism is temperature-dependent, and consequently ecological processes such as predator-prey interactions are likely to be altered as warming occurs.\(^753\) When combined with changing patterns of primary productivity and metabolic rate, these fundamental influences have the potential to substantially modify ocean food web dynamics, from coastal to open-ocean ecosystems:\(^754\)

- Respiration is more sensitive than photosynthesis to changes in temperature, resulting in the caloric demands of consumers being potentially more strongly influenced by increased...

---


\(^754\) Hoegh-Guldberg and Bruno. (2010, p. 1525-1526)
temperature when compared to the temperature response of primary production.\(^{755}\) Energetic demands are increased at warmer temperatures, requiring increased consumption of prey to maintain a given growth rate.\(^{756}\) These findings have implications for the ability of pelagic (open-ocean) systems to capture and store carbon dioxide, with the potential for these critical ocean processes to decline as temperature increases.\(^{757}\)

- Warming has also been found to decrease the size of individual phytoplankton, further altering the functioning and biogeochemistry of shallow pelagic ecosystems and, in particular, reducing their potential for carbon sequestration (see Chapter VII, Section 6 for further information).\(^{758}\)

With regard to ocean acidification, the negative responses of corals and coccolithophores to ocean acidification could have profound repercussions for marine ecosystems, with scleractinian corals serving as habitat for coral reef ecosystems and coccolithophores serving as the foundation of its food web.\(^{759}\)

**Region-wide**

Several reviewers requested information on whether the “sardine” or “anchovy” regime described previously is likely for the future. However, Chavez et al. (2003) do not make projections about which regime is more likely in the future. Instead, they note that studies of anthropogenic effects and management of ocean resources must consider natural, multidecadal oscillations.\(^{760}\) As an example, they state overfishing or global warming may alter the response of populations to natural multidecadal change.\(^{761}\)

**Gulf of Alaska LME**

With some assurance that oxygen levels will continue to decline (and nutrient levels increase), it is reasonable to project that continental shelf and slope ecosystems in the subarctic Pacific Ocean will lose oxygenated habitat if coastal upwelling strengthens.\(^{762}\) For example:

- The few fish species such as sablefish and some rock fishes that tolerate low oxygen may expand their territory, but in general mid-water organisms will be forced to find shallower habitat or perish.\(^{763}\) This will increase competition for resources and may expose some species to greater predation from above.\(^{764}\)

---

\(^{755}\) Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite López-Urrutia et al. (2006) for information on the sensitivity of respiration to temperature, and refer the reader to Figure 3, A to F, in the cited publication.

\(^{756}\) ISAB. (2007, p. 69)

\(^{757}\) Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite López-Urrutia et al. (2006) for this information.

\(^{758}\) Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Morán et al. (2010) for information on the size of individual phytoplankton.

\(^{759}\) Kroeker et al. (2010, p. 1428)

\(^{760}\) Chavez et al. (2003, p. 221)

\(^{761}\) Chavez et al. (2003, p. 221)

\(^{762}\) Whitney, Freeland and Robert. (2007, p. 191)

\(^{763}\) Whitney, Freeland and Robert. (2007, p. 191)

\(^{764}\) Whitney, Freeland and Robert. (2007, p. 191)
California Current Ecosystem

The source waters that feed into the California Current from the north and offshore can exert some control over the phytoplankton and zooplankton species that dominate the current. A particular biological concern is variability in the transport of organisms, which impacts zooplankton species composition and regional recruitment patterns for demersal (bottom-dwelling) fish stocks. Waters from the Gulf of Alaska carry large, lipid-rich copepods to the shelf waters, whereas waters coming from an offshore source carry small, oceanic lipid-poor copepods to the shelf waters. When the PDO is in the warm phase, a greater proportion of the water entering the northern end of the Current is sub-tropical in character rather than sub-Arctic (i.e. originating from offshore rather than the Gulf of Alaska). Based on ongoing observations, a positive PDO (corresponding to warmer ocean conditions in the California Current) results in dominance of small warm-water zooplankton (which are lipid-depleted) which may result in food chains with lower bioenergetic content.

By about 2030, it is expected that the minima ocean temperatures due to decadal variability will be above the historical mean of the 20th Century (i.e., the greenhouse gas warming trend will be as large as natural variability). Thus changes reflected by PDO shifts may result in local food chains that have vastly different bio-energetic content.

Information Gaps

Information is needed on observed trends in the Gulf of Alaska LME and globally. Quantitative future projections for the NPLCC region are also needed, as the information presented here only discusses the possible direction and magnitude of future change. High-resolution coastal ocean/atmosphere models are needed to resolve important processes (e.g., coastal upwelling, eddies, coastal wind features) in conjunction with global models or as nested components of global models. Chavez et al. (2003) state that unraveling the processes behind multidecadal variability and how they affect ocean ecosystems and biogeochemical cycling will require a concerted and integrated observational and modeling effort. Measurement networks, analogous to those established by meteorologists, will be required for ocean physics, ecology, and biogeochemistry. As longer time series are collected and integrated into a basin-scale or global view, longer period fluctuations may be uncovered. These time series will help answer many of the fundamental questions associated with regime shifts.

---

765 Peterson, W. & Schwing, F. (2008, p. 59). The authors refer the reader to Figure 5 in the cited report.
766 Peterson, W. & Schwing, F. (2008, p. 58)
768 Peterson, W. & Schwing, F. (2008, p. 59)
772 Chavez et al. (2003, p. 221)
773 Chavez et al. (2003, p. 221)
774 Chavez et al. (2003, p. 221)
775 Chavez et al. (2003, p. 221)
Peterson and Schwing (2008) identify a number of information gaps for the California Current region:

- The combined impact of ocean warming and increased acidification on pelagic habitat requires data on the factors that contribute to upper ocean stratification.\footnote{Peterson, W. & Schwing, F. (2008, p. 58)} These include coastal wind (for estimating wind stress, mixing, and latent heat exchange), air-sea heat fluxes, and streamflow and freshwater discharge throughout the CCE region.\footnote{Peterson, W. & Schwing, F. (2008, p. 58)}
- High-resolution synoptic mapping of ocean variables that define biological “hot spots” must be maintained to monitor changes in the pelagic habitat and relations to climate variability.\footnote{Peterson, W. & Schwing, F. (2008, p. 58)}
- Regional models with reliable precipitation and stream flow projections are necessary to model future coastal pelagic ocean conditions.\footnote{Peterson, W. & Schwing, F. (2008, p. 58)}
- IPCC projections of future temperature and stratification are needed to allow long-term estimates of changes in upper ocean structure and productivity, which will determine the pelagic habitat for many coastal species.\footnote{Peterson, W. & Schwing, F. (2008, p. 58)}
4. MULTIPLE STRESSORS AND THRESHOLDS: DISCUSSION

Although most of the ocean is undergoing impacts from multiple anthropogenic stressors, little is known about the potential for large-scale synergisms (or antagonisms).\(^{781}\) Even additive effects have great potential to overwhelm key species and entire ecosystems.\(^{782}\) Recent evidence suggests that there is now a growing risk that several thresholds will soon be exceeded.\(^{783}\) Carbon dioxide concentrations of 400 to 450 ppm or a +3.6°F (+2°C) increase in average global temperature above pre-industrial values have been identified as thresholds for key ocean components such as aragonite undersaturation of the Southern Ocean, loss of polar sea ice, and the melting of the Greenland and Western Antarctic ice sheets.\(^{784}\) From 2000 to 2004, the actual emissions trajectory was close to that of the high-emissions A1FI scenario (nearly 1000 ppm).\(^{785}\) A new study by Arora et al. (2011) suggests that limiting warming to roughly 3.6°F (2.0°C) by 2100 is unlikely since it requires an immediate ramp down of emissions followed by ongoing carbon sequestration after 2050.\(^{787}\)

Multiple stressors and thresholds were identified as climate-related concerns for marine and coastal ecosystems globally and information specific to the NPLCC region was available for the California Current Ecosystem.\(^{788}\)

Eastern boundary upwelling systems, such as the California Current System (CCS) are naturally more acidic than most of the rest of the surface ocean.\(^{790}\) Recent research suggests systems like the CCS are particularly vulnerable to future ocean acidification.\(^{791}\) However, ocean acidification is just one of several stress factors, which include hypoxia, anomalous sea surface temperatures, pollution, and overfishing:\(^{792}\)

- Increasing SST and stratification tend to enhance low-oxygen (i.e. potentially hypoxic) conditions in the CCS, adding another stressor, with resultant cascading effects on benthic (bottom-dwelling) and pelagic (open ocean) ecosystems.\(^{793}\)
- Ocean deoxygenation due to the effects of reduced production of mineral ballast by calcifying organisms could substantially amplify the impact of ocean acidification on marine ecosystems in the CCS.\(^{794}\)

\(^{781}\) Hoegh-Guldberg and Bruno. (2010, p. 1528). The authors cite Halpern et al. (2008) for information on multiple anthropogenic stressors and Darling and Côté (2008) for information on large-scale synergisms or antagonisms.

\(^{782}\) Hoegh-Guldberg and Bruno. (2010, p. 1528)

\(^{783}\) Hoegh-Guldberg and Bruno. (2010, p. 1528). The authors cite Rockström et al. (2009) for this information.


\(^{785}\) Meehl et al. (2007, p. 803). This information was extrapolated from Figure 10.26 by the authors of this report.

\(^{786}\) Raupach et al. Global and regional drivers of accelerating CO\(_2\) emissions. (2007)

\(^{787}\) Arora et al. Carbon emission limits required to satisfy future representative concentration pathways of greenhouse gases. (2011)

\(^{788}\) Hoegh-Guldberg and Bruno. (2010)

\(^{789}\) Hauri et al. (2009)

\(^{790}\) Hauri et al. (2009, p. 60)

\(^{791}\) Hauri et al. (2009, p. 61)

\(^{792}\) Hauri et al. (2009, p. 68)

\(^{793}\) Hauri et al. (2009, p. 68-69). The authors cited Bograd et al. (2008) for this information.

\(^{794}\) Hauri et al. (2009, p. 69). The authors cited Brewer and Peltzer (2009) for this information.
However, when assessing the potential vulnerability of organisms and ecosystems to ocean acidification in the CCS, it is important to consider that organisms are already frequently exposed to water with low pH and saturation levels (of aragonite and calcite, important for shell formation), especially during upwelling events and in nearshore regions. Furthermore, the growth and success of an individual species in a changing ocean depends on many environmental factors.

**Information Gaps**

Information is needed on observed trends and future projections for the Gulf of Alaska LME and the California Current Ecosystem, as the information presented here is a discussion only.
V. IMPLICATIONS FOR COASTAL NEARSHORE HABITATS & ECOSYSTEMS

Waves, currents, and sediment supply are the primary controls on coastal evolution; any changes in global climate which alter the timing and magnitude of storms and/or raise global sea level will have severe consequences for beaches, coastlines, and coastal structures. Based on a search of the scientific and grey literature, the following implications of climate change for coastal nearshore habitats and ecosystems in the NPLCC region have been identified:

1. Altered patterns of coastal erosion and increased coastal squeeze
2. Altered sedimentation patterns
3. Habitat loss, degradation, and conversion

Many physical processes important for determining nearshore habitat characteristics will be affected by climate change. Climate change will also affect biological processes important for nearshore habitat. The affected physical and biological processes include:

- Significant sea level rise and storm surge will adversely affect coastal ecosystems; low-lying and subsiding areas are most vulnerable.
- Storms may also have increased precipitation intensity; this would increase both erosion and salinity stress for coastal marine ecosystems.
- Changes in salinity and temperature and increased sea level, atmospheric CO₂, storm activity and ultraviolet irradiance alter sea grass distribution, productivity and community composition.
- Changes in precipitation could change nutrient loading and sediment accumulation.
- Changes in water temperature, water salinity, or soil salinity beyond the tolerance of certain plants could change the mix of plant species in salt marshes and the viability of invertebrates (e.g., crab, shrimp and sponges) that play a key role in the health and functioning of nearshore systems.

Among the most clear and profound influences of climate change on the world’s oceans are its impacts on habitat-forming species such as corals, sea grass, mangroves, salt marsh grasses, and oysters. Collectively, these organisms form the habitat for thousands of other species. Projected changes would...
fundamentally alter the region’s coastal habitats and the species they support. Some species may be able to respond to changes by finding alternative habitats or food sources, but others will not.

The following structure will be used to present information on the implications of climate change for the NPLCC region’s coastal nearshore habitats and ecosystems:

- **Observed Trends** – observed changes at the global level and for each jurisdiction in the NPLCC geography (Alaska, British Columbia, Washington, Oregon, California).
- **Future Projections** – projected direction and/or magnitude of change at the global level and for each jurisdiction in the NPLCC geography
- **Information Gaps** – information and research needs identified by reviewers and literature searches.

---


808 *Glick, Clough and Nunley. (2007, p. v)
1. ALTERED PATTERNS OF COASTAL EROSION AND INCREASED COASTAL SQUEEZE

Observed Trends

Global

Information needed.

Southcentral and Southeast Alaska

Information needed.

British Columbia

Information needed.

Washington

Natural rates of erosion vary widely among locations in Washington State: in Island County, fifty-one percent of the shoreline is classified as “unstable”, as opposed to twenty percent of Bainbridge Island and only three percent of San Juan County. The Southwest Washington Coastal Erosion Project has identified several erosion “hot spots”. These are located at the south end of Ocean Shores; near the southern jetty at the Grays Harbor entrance north of Westport; at the north end of the Long Beach peninsula (Leadbetter Point); and just north of the Columbia River entrance near Fort Canby.

Examples of erosion rates (landward progression) from different areas of Washington include:

- In Island County, erosion rates have been measured from 0.30 inches (1 cm) to more than two feet (0.61 meters) per year.
- On Whidbey Island, typical erosion rates are approximately 1.2 inches per year (3 cm/yr). Recently, high waves have caused large amounts of erosion on Whidbey Island, particularly in drift cells on the southeastern portion of the island and on large spits on Cultus Bay.
- On Bainbridge Island, bluff erosion rates are generally between two and six inches per year (5-15 cm/yr), depending on physical characteristics such as beach profile, substrate, and slope angle, as well as the presence or absence of human-built protective structures such as bulkheads. As on Whidbey Island, bluff erosion events are episodic. After heavy rains and soil saturation, Bainbridge Island has experienced a number of bluff erosion events.

---

810 *Huppert et al. (2009, p. 296). The authors cite Shipman (2004) for this information.
811 *Huppert et al. (2009, p. 296). The authors cite Shipman (2004) for this information.
812 *Huppert et al. (2009, p. 292)
813 *Huppert et al. (2009, p. 292)
814 *Huppert et al. (2009, p. 294). The authors cite Island County (2006) for this information.
815 *Huppert et al. (2009, p. 294)
816 *Huppert et al. (2009, p. 295). The authors cite Johannessen and MacLennan (2007) for this information.
817 *Huppert et al. (2009, p. 296). The authors cite City of Bainbridge Island (2007) for this information.
818 *Huppert et al. (2009, p. 296)
819 *Huppert et al. (2009, p. 296)
Bluff erosion rates are negligible in San Juan County.\(^{820}\)

At Washaway Beach (formerly known as Shoalwater Bay) at the north entrance of Willapa Bay, 65 feet per year (19.7 m/yr) of beach have been lost, on average, since the 1880s.\(^{821}\)

High erosion rates have also been observed at Ocean Shores, just north of Cape Leadbetter (more precise data not provided).\(^{822}\)

Beach erosion appears to occur when large waves approach at a steeper angle from the south, especially during El Niño conditions, when winter sea level is as much as one foot (0.3 m) higher than July levels.\(^{823}\) Researchers also suspect that higher storm waves are reaching the southwest Washington coast due to a northward shift in the storm track as a consequence of broader global climate changes.\(^{824}\) Hence, there are at least three possible factors contributing to erosion along the beaches of southwest Washington, (a) reduced sediment supply; (b) gradual SLR as a longer-term factor, and (c) northward shift in Pacific winter storm tracks.\(^{825}\) Increased storm intensity may be an additional climate-related factor, but there is less than broad agreement among the climate scientists about the relative importance of these factors.\(^{826}\)

Oregon

Information needed.

Northwest California

Information needed.

Future Projections

Global

Global climate change may accelerate coastal erosion due to sea level rise and increased wave height.\(^{827}\) Shifts in storm tracks as a result of climate change may alter wind patterns, such that waves hit the beach with more force or from new directions (resulting in new patterns of erosion).\(^{828}\) An acceleration in sea level rise will widely exacerbate beach erosion around the globe, although the local response will depend on the total sediment budget.\(^{829}\) Specific findings include:

- **For sandy beaches**, the major long-term threat worldwide is coastal squeeze, which leaves beaches trapped between erosion and rising sea level on the wet side and encroaching development from expanding human populations on land, thus leaving no space for normal

---

\(^{820}\) Huppert et al. (2009, p. 296). The authors cite Shipman (2004) for this information.

\(^{821}\) Huppert et al. (2009, p. 292)

\(^{822}\) Huppert et al. (2009, p. 292)

\(^{823}\) Huppert et al. (2009, p. 292)

\(^{824}\) Huppert et al. (2009, p. 292)

\(^{825}\) Huppert et al. (2009, p. 292-293)

\(^{826}\) Huppert et al. (2009, p. 293)

\(^{827}\) Huppert et al. (2009)


\(^{829}\) Nicholls et al. (2007, p. 324). The authors cite Brown and MacLachlan (2002) for information on SLR and exacerbated beach erosion, and Stive et al. (2002) and Cowell et al. (2003a,b) for information on the sediment budget and local response.
sediment dynamics.\textsuperscript{830} It is not expected that predicted temperature changes will have dramatic effects on the world's beaches by 2025, but the expected rise in sea level, if coupled with an increase in the frequency and/or intensity of storms, as predicted for some regions, is likely to lead to escalating erosion and consequent loss of habitat.\textsuperscript{831}

- **Gravel beaches** are threatened by sea level rise, even under high accretion rates.\textsuperscript{832} The persistence of gravel and cobble boulder beaches will also be influenced by storms, tectonic events and other factors that build and reshape these highly dynamic shorelines.\textsuperscript{833}

- **Hard rock cliffs** have a relatively high resistance to erosion, while cliffs formed in softer lithologies are likely to retreat more rapidly in the future due to increased toe erosion resulting from sea level rise.\textsuperscript{834}

- **Soft rock cliff** stability is affected by four physical features of climate change – temperature, precipitation, sea level and wave climate.\textsuperscript{835} For soft cliff areas with limited beach development, there appears to be a simple relationship between long-term cliff retreat and the rate of sea level rise, allowing useful predictions for planning purposes.\textsuperscript{836}

**Southcentral and Southeast Alaska**

*Information needed.*

**British Columbia**

*Information needed.*

**Washington**

The severity of coastal erosion is expected to increase as a result of sea level rise and intensification of storm activity.\textsuperscript{837} Sea level rise will shift coastal beaches inland and increase erosion of unstable bluffs.\textsuperscript{838}

\begin{itemize}
  \item \textsuperscript{830} Defeo et al. *Threats to sandy beach ecosystems: a review.* (2009, p. 8)
  \item \textsuperscript{831} Brown and McLachlan. *Sandy shore ecosystems and the threats facing them: some predictions for the year 2025.* (2002, p. 62)
  \item \textsuperscript{832} Nicholls et al. (2007, p. 325). The authors cite Orford et al. (2001, 2003) and Chadwick et al. (2005) for information on SLR and gravel beaches. The authors cite Codignotto et al. (2001) for information on high accretion rates, SLR, and gravel beaches.
  \item \textsuperscript{833} Nicholls et al. (2007, p. 325). The authors cite Orford et al. (2001) for this information.
  \item \textsuperscript{834} Nicholls et al. (2007, p. 325-326). The authors cite Cooper and Jay (2002) for this information.
  \item \textsuperscript{835} Nicholls et al. (2007, p. 326). The authors cite Cowell et al. (2006) for this information.
  \item \textsuperscript{836} Nicholls et al. (2007, p. 326). The authors cite Walkden and Dickson (2006) for this information.
  \item \textsuperscript{837} Bauman et al. *Impacts of climate change on Washington's economy: a preliminary assessment of risks and opportunities (pdf).* (2006)
\end{itemize}
On Whidbey Island, future possible impacts include increased bluff erosion and landslide, and inundation.\(^{839}\) On Bainbridge Island, inundation and, to a lesser extent, bluff erosion are possible.\(^{840}\) Willapa Bay would see possible increases in shoreline erosion.\(^{841}\) In the San Juan Islands, while there are some unstable bluffs vulnerable to erosion and landslides, the resistance of bedrock bluffs to wave action erosion makes it unlikely that an increase in SLR will significantly affect bluff erosion patterns.\(^{842}\)

**Oregon**

By the mid 21\(^{st}\) century the projected increase in rates of SLR are expected to exceed the rates of uplift of the land all along the Oregon coast, resulting in erosion even where at present there have been little or no erosion impacts.\(^{843}\) The scenario as to when enhanced erosion and flooding begins at a specific coastal site, and the magnitude of that enhancement, depends however on the contributions by other oceanic processes and their climate controls, particularly the increase in storm intensities and the heights of their generated waves.\(^{844}\)

Increased erosion along Oregon’s ocean shore from rising sea levels and coastal storms may seriously alter beaches, and in some cases, the infrastructure necessary for safe access to and from beaches and coastal parks.\(^{845}\) Beach and bluff erosion will result in shoreline retreat.\(^{846}\) Some portions of Oregon’s ocean shorelines have been armored against erosion from ocean waves, primarily in front of properties developed before 1977.\(^{847}\) As shorelines erode landward in response to higher sea level and storms, armored properties are at risk of becoming peninsulas, then islands, and then overtopped.\(^{848}\) An increase in significant wave heights is likely to damage or cause failure of some hardened shorelines, potentially resulting in damage to nearby unprotected property and infrastructure.\(^{849}\)

**Northwest California**

On behalf of the Pacific Institute, Philip Williams & Associates, Ltd. assessed California’s coastal erosion response to sea level rise.\(^{850}\) Their analysis projects dune and cliff erosion for California’s coastal counties.\(^{851}\) Del Norte, Humboldt, Mendocino, and Sonoma counties are in the NPLCC region.\(^{852}\) With approximately 4.6 feet of sea level rise (1.4 meters), dune and cliff erosion across all four of these...
counties is projected to total 21.1 square miles (54.7 km²), with 6.9 square miles (18 km², 33%) attributable to dune erosion and 14.1 square miles (36.4 km², 67%) attributable to cliff erosion.  

Table 19 lists projected dune and cliff erosion by county.

<table>
<thead>
<tr>
<th>County</th>
<th>Dune erosion miles² (km²)</th>
<th>Cliff erosion miles² (km²)</th>
<th>Total erosion miles² (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Del Norte</td>
<td>1.9 (4.9)</td>
<td>2.6 (6.7)</td>
<td>4.5 (11.7)</td>
</tr>
<tr>
<td>Humboldt</td>
<td>3.7 (9.6)</td>
<td>2.4 (6.2)</td>
<td>6.1 (15.8)</td>
</tr>
<tr>
<td>Mendocino</td>
<td>0.7 (1.9)</td>
<td>7.5 (19.4)</td>
<td>8.3 (21.5)</td>
</tr>
<tr>
<td>Sonoma</td>
<td>0.6 (1.6)</td>
<td>1.6 (4.1)</td>
<td>2.2 (5.7)</td>
</tr>
<tr>
<td>Total</td>
<td>6.9 (18)</td>
<td>14.1 (36.4)</td>
<td>21.1 (54.7)</td>
</tr>
</tbody>
</table>

Information Gaps

Information is needed on regional trends and projections for coastal erosion throughout the geographic extent of the NPLCC, particularly quantitative data for the extent of current and projected erosion at different locations with the NPLCC geography. Information is also needed on global trends and projections for coastal erosion.

---

2. **ALTERED SEDIMENTATION PATTERNS**

**Observed Trends**

**Global**

Deltas, some of the largest sedimentary deposits in the world, are widely recognized as highly vulnerable to the impacts of climate change, particularly sea level rise and changes in runoff, as well as being subject to stresses imposed by human modification of catchment and delta plain land use.\(^{854}\) Most deltas are already undergoing natural subsidence that results in accelerated rates of relative sea level rise above the global average.\(^{855}\) Many are impacted by the effects of water extraction and diversion, as well as declining sediment input as a consequence of entrapment in dams.\(^{856}\) Dikes built in river deltas to “reclaim” marsh areas impact physical processes associated with sediment, water, and organic material movement, both inside and outside of the diked area.\(^{857}\)

**Southcentral and Southeast Alaska**

*Information needed.*

**British Columbia**

*Information needed.*

**Washington**

*Information needed.*

**Oregon**

*Information needed.*

**Northwest California**

*Information needed.*

**Future Projections**

**Global**

Climate change and sea level rise affect sediment transport in complex ways and abrupt, non-linear changes may occur as thresholds are crossed.\(^{858}\) In situations where the area of intertidal environments has been reduced by embanking or reclamation, the initial response will be a lowering of remaining tidal flats and infilling of tidal channels.\(^{859}\) Depending on tidal characteristics, the availability of marine sediment,

\(^{854}\) *Nicholls et al. (2007, p. 327)*

\(^{855}\) *Nicholls et al. (2007, p. 327)*

\(^{856}\) *Nicholls et al. (2007, p. 327)*

\(^{857}\) Hood. (2004)

\(^{858}\) *Nicholls et al. (2007, p. 320)*. The authors cite Alley et al. (2003) for this information.

\(^{859}\) *Nicholls et al. (2007, p. 328)*
and the rate of sea level rise, the remaining tidal flats may either be further drowned, or their relative level in the tidal frame may be maintained.\footnote{Nicholls et al. (2007, p. 328). The authors cite Dronkers (2005) for this information.}

If sea level rises slowly, the balance between sediment supply and morphological adjustment can be maintained if a saltmarsh accretes, or a lagoon infills, at the same rate.\footnote{Nicholls et al. (2007, p. 320)} An acceleration in the rate of sea level rise may mean that morphology cannot keep up, particularly where the supply of sediment is limited, as for example when coastal floodplains are inundated after natural levees or artificial embankments are overtopped.\footnote{Nicholls et al. (2007, p. 320). The authors cite Williams et al. (1999), Doyle et al. (2003), and Burkett et al. (2005) for this information.} Exceeding the critical sea level thresholds can initiate an irreversible process of drowning.\footnote{Nicholls et al. (2007, p. 324)}

An indirect, less-frequently examined influence of sea level rise on the beach sediment budget is due to the infilling of coastal embayments.\footnote{Nicholls et al. (2007, p. 320) The authors cite van Goor et al. (2001), van Goor et al. (2003), and Stive (2004) for this information.} As sea level rises, estuaries and lagoons attempt to maintain equilibrium by raising their bed elevation in tandem, and hence potentially act as a major sink of sand which is often derived from the open coast.\footnote{Nicholls et al. (2007, p. 320) The authors cite Woodworth et al. (2004) for information on the Bruun model projections in comparison to infilling of coastal embayments. The definition of the Bruun model is also on p. 324.} This process can potentially cause erosion an order of magnitude or more greater than that predicted by the Bruun model (which suggests shoreline recession is in the range of 50 to 200 times the rise in relative sea level), implying the potential for major coastal instability due to sea level rise in the vicinity of tidal inlets.\footnote{Glick, Clough and Nunley. (2007, p. v)}

Southcentral and Southeast Alaska

*Information needed.*

British Columbia

*Information needed.*

Pacific Northwest

*Information needed.* Inundation of tidal flats in some areas would reduce stopover and wintering habitat for migratory shorebirds.\footnote{Glick, Clough and Nunley. (2007, p. v)} It could also have a major impact on the economically-important shellfish industry.\footnote{Glick, Clough and Nunley. (2007, p. v)}

Northwest California

*Information needed.*

**Information Gaps**

Information is needed on observed sedimentation patterns in the NPLCC region, as well as projected sedimentation patterns throughout the NPLCC region.
3. HABITAT LOSS, DEGRADATION, AND CONVERSION

Observed Trends

Global

Coastal wetland ecosystems are among the most altered and threatened natural systems.\textsuperscript{869} Important impacts include increased nutrient loading leading to eutrophication, direct loss through habitat destruction, changes in hydrology, introduction of toxic materials, and changes in species composition due to over-harvest and introduction of new species.\textsuperscript{870}

During periods of sea level rise, coastal wetlands can persist only when they accrete soil vertically at a rate at least equal to water-level rise.\textsuperscript{871} A number of studies have shown that coastal marshes are indeed able to accrete at a rate equal to the historical rate of sea level rise (0.04-0.08 inches per year; 1-2 mm/year) and persist for hundreds to thousands of years.\textsuperscript{872} However, many rivers emptying into coastal estuaries now carry only a fraction of the inorganic sediment that they did historically.\textsuperscript{873}

Southcentral and Southeast Alaska

Information needed.

British Columbia

Information needed.

Washington

Information needed.

Oregon

Information needed.

Northwest California

Information needed. Most coastal wetland loss has been due to draining and filling.\textsuperscript{874} In some coastal states, such as California, almost all coastal wetlands have been lost.\textsuperscript{875}

\textsuperscript{869} Poff, Brinson and Day. (2002, p. 23)
\textsuperscript{870} Poff, Brinson and Day. (2002, p. 23-24). The authors cite Day et al. (1989), Mitsch and Gosselink (1993), and Neumann et al. (2000) for this information.
\textsuperscript{871} Poff, Brinson and Day. (2002, p. 25). The authors cite Cahoon et al. (1995a) for this information.
\textsuperscript{872} Poff, Brinson and Day. (2002, p. 26). The authors cite Gornitz et al. (1982) for the historical rate of SLR and Redfield (1972), McCaffey and Thompson (1980), and Orson et al. (1987) for information on wetland persistence.
\textsuperscript{873} Poff, Brinson and Day. (2002, p. 26)
\textsuperscript{874} Poff, Brinson and Day. (2002, p. 24)
\textsuperscript{875} Poff, Brinson and Day. (2002, p. 24)
Future Projections

Global

Coastal vegetated wetlands are sensitive to climate change and long-term sea level change as their location is intimately linked to sea level.\(^{876}\) Global mean sea level rise will generally lead to higher relative coastal water levels and increasing salinity in estuarine systems, thereby tending to displace existing coastal plant and animal communities inland.\(^{877}\) Instead of migrating inland, estuarine plant and animal communities may persist as sea level rises if migration is not blocked and if the rate of change does not exceed the capacity of natural communities to adapt or migrate.\(^{878}\) Climate change impacts on one or more “leverage species,” however, can result in sweeping community level changes.\(^{879}\)

Climate change will likely have its most pronounced effects on brackish and freshwater marshes in the coastal zone through alteration of hydrological regimes,\(^{880}\) specifically, the nature and variability of hydroperiod and the number and severity of extreme events.\(^{881}\) Other variables – altered biogeochemistry, altered amounts and pattern of suspended sediments loading, fire, oxidation of organic sediments, and the physical effects of wave energy – may also play important roles in determining regional and local impacts.\(^{882}\) Specific impacts include:

- Modeling of all coastal wetlands (but excluding sea grasses) by McFadden et al. (2007) suggests global losses from 2000 to 2080 of thirty-three percent and forty-four percent given a 14 inch (0.36 m) and 28 inch (0.72 m) rise in sea level, respectively.\(^{883}\)
- Sea grasses appear to be declining around many coasts due to human impacts, and this is expected to accelerate if climate change alters environmental conditions in coastal waters.\(^{884}\)
- Increases in the amount of dissolved CO\(_2\) and, for some species, bicarbonate (HCO\(_3\)-) present in aquatic environments, will lead to higher rates of photosynthesis in submerged aquatic vegetation, similar to the effects of CO\(_2\) enrichment on most terrestrial plants, if nutrient availability or other limiting factors do not offset the potential for enhanced productivity.\(^{885}\) Please see Chapter VII Section 5 for more specific information on the impacts of climate change in seagrasses.

\(^{876}\) *Nicholls et al. (2007, p. 328)\n
\(^{877}\) *Nicholls et al. (2007, p. 328)\n
\(^{878}\) *Nicholls et al. (2007, p. 328)\n
\(^{879}\) *Nicholls et al. (2007, p. 328). The authors cite Harley et al. (2006) for this information.\n
\(^{880}\) *Nicholls et al. (2007, p. 329). The authors cite Burkett and Kusler (2000), Baldwin et al. (2001), and Sun et al. (2002) for this information.\n
\(^{881}\) *Nicholls et al. (2007, p. 329)\n
\(^{882}\) *Nicholls et al. (2007, p. 329)\n
\(^{883}\) *Nicholls et al. (2007, p. 329)\n
\(^{884}\) *Nicholls et al. (2007, p. 329). The authors cite Duarte (2002) for this information.\n
\(^{885}\) *Nicholls et al. (2007, p. 329)
Southcentral Alaska

In Alaska, changes in sea level and increases in storms and erosion could result in the following habitat impacts:

- Low-lying habitats critical to the productivity and welfare of coastal dependent species could be lost.\(^{886}\)
- Low-lying coastal staging areas that support millions of shorebirds, geese, and ducks during spring and fall staging could degrade.\(^{887}\) This includes areas in the Stikine Delta, Cook Inlet marshes, and the Copper River Delta and barrier islands.\(^{888}\)
- If brackish/salt intrusion is restored to the Copper River Delta, reversion to graminoid sedge marsh from current shrub/forest succession could occur.\(^{889}\) Positive changes for dusky Canada geese may result.\(^{890}\)

A study using the Sea level Affecting Marshes Model (SLAMM, version 6, see Box 16) projects widespread changes to coastal habitats in Cook Inlet.\(^{891}\) SLAMM 6 was run using the A1B-mean scenario, which predicts approximately 1.3 feet (0.40 m) of global sea level rise (SLR) by 2100.\(^{892}\) SLAMM was also run assuming 3.28 feet (1 m), 4.92 feet (1.5 m), and 6.56 feet (2 m) of eustatic SLR (sea level rise due to changes in ocean mass and volume) by the year 2100 to accommodate the recent literature suggesting that the rate of sea level rise is likely to be higher than the 2007 IPCC projections.\(^{893}\) Six sites in Cook Inlet were evaluated, four on the Kenai Peninsula and two near Anchorage.\(^{894}\) The study results underscore the fact that Alaska poses unique challenges for sea level rise modeling (e.g., significant data gaps, especially high quality elevation data, and coarse quality of some other data inputs).\(^{895}\)

For the Kenai study region as a whole, less than one percent of dry land is predicted to be lost to the effects of sea level rise.\(^{896}\) Between zero and two percent of the total study area swamp lands are predicted to be lost across all scenarios.\(^{897}\) While the site is predicted to lose fourteen percent of its tidal flat, some of this may have occurred since the late 1970s.\(^{898}\) Substantial losses of ocean beach seem to be triggered at eustatic (due to changes in ocean mass/volume) rates of sea level rise above 4.92 feet (1.5 m).\(^{899}\)


\(^{887}\) *AK State Legislature. (2008, p. 91)

\(^{888}\) *AK State Legislature. (2008, p. 91)

\(^{889}\) *AK State Legislature. (2008, p. 92)

\(^{890}\) *AK State Legislature. (2008, p. 92)

\(^{891}\) Glick, Clough and Nunley. (2010)

\(^{892}\) Glick, Clough and Nunley. (2010, p. 3)

\(^{893}\) Glick, Clough and Nunley. (2010, p. 3). The authors cite Grinstead et al. (2009), Vermeer and Rahmstorf (2009), and Pfeffer and O’Neel (2008) for information suggesting the rate of SLR is likely to be higher than the 2007 IPCC projections.

\(^{894}\) Glick, Clough and Nunley. (2010)

\(^{895}\) Glick, Clough and Nunley. (2010, p. 1)

\(^{896}\) Glick, Clough and Nunley. (2010, p. 8)

\(^{897}\) Glick, Clough and Nunley. (2010, p. 8)

\(^{898}\) Glick, Clough and Nunley. (2010, p. 8)

\(^{899}\) Glick, Clough and Nunley. (2010, p. 8)
At the four sites on the Kenai Peninsula, the following changes are projected:

- Erosion of tidal flats and reformulation of ocean beach at Fox River Flats, Eastern Kachemak Bay.\(^{900}\)
- Conversion of freshwater swamps to transitional salt marsh as the south portion of the study site in Chickaloon Bay falls below the salt boundary.\(^{901}\)
- The freshwater swamps along the Kenai River near the Town of Kenai are predicted to start to show salinity effects, especially under the highest rate of sea level rise estimated (6.56 feet, or 2 meters by 2100).\(^{902}\)
- Some saline intrusion of the dry lands and swamps to the east of the river at the Northern Cohoe/Kasilof site are predicted, especially under higher eustatic scenarios of sea level rise.\(^{903}\)

For the Anchorage study site as a whole, results show only minor susceptibility to the effects of sea level rise.\(^{904}\) Dry land, which comprises slightly more than one-third of the study area, is calculated to lose between two and three percent of its initial land coverage across all SLR scenarios.\(^{905}\) Swamp lands – which comprise roughly four percent of the study area – are predicted to lose between four and ten percent of their initial land coverage across all SLR scenarios.\(^{906}\) Projections for the two sites in the Anchorage area include:

- North of Chugiak, near Birchwood Airport, the dry lands and swamps at the north end of the study area are predicted to be subject to saline inundation, especially under the highest scenarios run.\(^{907}\)
- At the Anchorage sub-site, the most substantial predictions seem to be the potential inundation of developed land at the northern portion of the study site in the Ship Creek/Port of Anchorage area and the potential vulnerability of the tidal swamp northwest of Potter Marsh, under the more aggressive prediction of a eustatic sea level rise of 6.56 feet (2 m).\(^{908}\)

---

\(^{900}\) Glick, Clough and Nunley. (2010, p. 9)
\(^{901}\) Glick, Clough and Nunley. (2010, p. 10)
\(^{902}\) Glick, Clough and Nunley. (2010, p. 11)
\(^{903}\) Glick, Clough and Nunley. (2010, p. 12)
\(^{904}\) Glick, Clough and Nunley. (2010, p. 13)
\(^{905}\) Glick, Clough and Nunley. (2010, p. 13)
\(^{906}\) Glick, Clough and Nunley. (2010, p. 14)
\(^{907}\) Glick, Clough and Nunley. (2010, p. 15)
\(^{908}\) Glick, Clough and Nunley. (2010, p. 15)
British Columbia

Information needed.

Washington and northwest Oregon

Estimates of sea level rise for the Puget Sound suggest that on beaches with armored shoreline substantial surf smelt spawning habitat might be lost in the next few decades and most spawning habitat might be lost by 2100.\(^{909}\) A Puget Sound study suggests sea level rise is likely to cause substantial loss of surf smelt spawning habitat on beaches with armored shorelines because armoring prevents beach migration inland, thereby reducing the area of beach with elevations preferred for spawning.\(^{910}\)

Using the SLAMM 5.0 model, widespread changes to coastal habitats in eleven sites around the Puget Sound (WA), southwest Washington, and northwest Oregon have been projected.\(^{911}\) Model results vary considerably by site, but overall the region is likely to face a dramatic shift in the extent and diversity of its coastal marshes, swamps, beaches, and other habitats due to sea level rise.\(^{912}\) For example, if global average sea level increases by 27.3 inches (0.69 m), the following impacts are predicted by 2100 across the sites investigated:

- Estuarine beaches will undergo inundation and erosion to total a sixty-five percent loss.
- As much as forty-four percent of tidal flat will disappear.\(^ {913}\)
- Thirteen percent of inland fresh marsh and twenty-five percent of tidal fresh marsh will be lost.\(^ {914}\)
- Eleven percent of inland swamp will be inundated with salt water, while sixty-one percent of tidal swamp will be lost.\(^ {915}\)
- Fifty-two percent of brackish marsh will convert to tidal flats, transitional marsh and saltmarsh.\(^ {916}\)
- Two percent of undeveloped land will be inundated or eroded to other categories across all study areas.\(^ {917}\)

Localized impacts of 27.3 inches (0.69 m) of SLR by 2100 across six sites illustrate the variability in these results:

- **Ediz Hook near Port Angeles (WA), through the Dungeness Spit and Sequim Bay:** Tidal flats at this site are extremely vulnerable, as is Dungeness Spit itself, especially to higher sea level rise scenarios in which complete loss of the spit is predicted.\(^ {919}\) Additionally, over fifty-eight percent of area beaches (estuarine and ocean together) are predicted to be lost by 2100 under all scenarios.\(^ {919}\)

---

910 *Krueger et al. (2010, p.171). The authors cite Griggs and others (1994) for information on SLR, armoring, beach migration inland, and habitat loss.
911 *Glick, Clough and Nunley. (2007)
912 *Glick, Clough and Nunley. (2007, p. iii)
913 *Glick, Clough and Nunley. (2007, p. iii)
914 *Glick, Clough and Nunley. (2007, p. iii)
915 *Glick, Clough and Nunley. (2007, p. iii)
916 *Glick, Clough and Nunley. (2007, p. iii)
917 *Glick, Clough and Nunley. (2007, p. iii)
918 *Glick, Clough and Nunley. (2007, Table 1, p. iv)
919 *Glick, Clough and Nunley. (2007, Table 1, p. iv)
Dyes Inlet, Sinclair Inlet, and Bainbridge Island (WA): Most dry land in this portion of Puget Sound is of sufficient elevation to escape conversion even in the more aggressive sea level rise scenarios. Over half of beach land is predicted to be lost, however, primarily converted to tidal flats. Saltmarsh and transitional marsh increase, primarily due to loss of dry land.

Elliott Bay and the Duwamish Estuary (WA): Limited effects are predicted for the Seattle area due to a higher density of development and high land elevations overall. However, 300 to 400 hectares (741–988 acres; 3–4 km²) of dry land are predicted to be at risk of being converted to transitional marsh, saltmarsh, and tidal flats. In addition, fifty-five percent of estuarine beach at this site could be lost by 2100 under this scenario. Understandably, the assumption that developed areas will be protected from the effects of sea level rise is significant at this site which is nearly fifty percent composed of developed land. If the protection of developed land was not assumed, regions along the Duwamish Waterway and Harbor Island would be subject to additional inundation effects, especially under scenarios with higher rates of sea level rise.

Annas Bay and Skokomish Estuary (WA): High land elevations for dry land and swamp make this site less likely to be influenced by sea level rise than many of the other sites studied. The most significant change is loss of estuarine beaches, which decline by about one-third under all scenarios.

Commencement Bay, Tacoma, and Gig Harbor (WA): The Tacoma area is well protected by dikes around the Puyallup River, so results of sea level rise are limited near that river. Three to four percent of undeveloped land is predicted to be lost at this site overall, though, converting to transitional marsh and saltmarsh. Over two-thirds of area beaches are predicted to be lost by 2100 due to erosion and inundation.

Olympia, Budd Inlet, and Nisqually Delta (WA): The largest predicted changes for this site pertain to the loss of estuarine beach and the inundation of some dry lands. Estuarine beach, in particular, declines by eighty-one percent. As with the other sites, all developed lands (including Olympia) are assumed to remain protected.

Impacts on the remaining sites (Bellingham Bay, Skagit Bay, Willapa Bay, and the Lower Columbia River; see Figure 19) have been re-analyzed by Ducks Unlimited using LiDAR (Light Detection And Ranging, a technology for assessing elevation using lasers) and a newer version of SLAMM (version

---

920 Glick, Clough and Nunley. (2007, Table 1, p. iv)
921 Glick, Clough and Nunley. (2007, Table 1, p. iv)
922 Glick, Clough and Nunley. (2007, Table 1, p. iv)
923 Glick, Clough and Nunley. (2007, Table 1, p. iv)
924 Glick, Clough and Nunley. (2007, Table 1, p. iv)
925 Glick, Clough and Nunley. (2007, Table 1, p. iv)
926 Glick, Clough and Nunley. (2007, Table 1, p. iv)
927 Glick, Clough and Nunley. (2007, Table 1, p. iv)
928 Glick, Clough and Nunley. (2007, Table 1, p. iv)
929 Glick, Clough and Nunley. (2007, Table 1, p. iv)
930 Glick, Clough and Nunley. (2007, Table 1, p. iv)
931 Glick, Clough and Nunley. (2007, Table 1, p. iv)
932 Glick, Clough and Nunley. (2007, Table 1, p. iv)
933 Glick, Clough and Nunley. (2007, Table 1, p. iv)
934 Glick, Clough and Nunley. (2007, Table 1, p. iv)
935 Glick, Clough and Nunley. (2007, Table 1, p. iv)
Grays Harbor was also analyzed. Given a global average sea level rise of 27.3 inches (0.69 meters) under the A1B scenario, preliminary results from this ongoing project indicate that, across the study sites, substantial increases in transitional marsh (+12,101 acres, or 266%), and decreases in saltmarsh (-533 acres, or 2%), freshwater tidal areas (-3953 acres, or 24%), and low tidal areas (-60,766 acres, or 58%) are likely by 2100 (Table 20). Significant local results include loss of two-thirds of low tidal areas in Willapa Bay and Grays Harbor, and a loss of eleven to fifty-six percent of freshwater tidal marsh in Grays Harbor, Puget Sound, and Willapa Bay (see Figure 18 for Willapa Bay results). Much of these habitats are replaced by transitional marsh. The Lower Columbia River may be the most resilient site of those studied because losses to low tidal, saltmarsh, and freshwater tidal habitats are minimized, while gains in transitional areas are substantial (Figure 19).

Changes in the composition of tidal wetlands could significantly diminish the capacity for those habitats to support salmonids, especially juvenile Chinook and chum salmon. A significant reduction in the area of estuarine beaches, for example, would affect important spawning habitat for forage fish, which make up a critical part of the marine food web. Unless species are able to find alternative spawning areas, their populations could decline. Further, loss of coastal marshes would affect habitat for thousands of wintering waterfowl that visit the region each year.

Notes:


938 The DU analysis grouped habitat types as follows. Low tidal areas include estuarine beach, tidal flats, vegetated tidal flats, ocean beaches, and ocean flats. Saltmarsh includes saltmarshes. Transitional marsh includes irregularly flooded marsh and scrub/shrub areas. Freshwater tidal areas include tidal swamps and tidal/fresh marshes.

939 DU. (2010a); DU. (2010c); DU. (2010d)

940 DU. (2010a); DU. (2010c); DU. (2010d)

941 DU. (2010b)

942 *Glick, Clough and Nunley*. (2007, p. v)

943 *Glick, Clough and Nunley*. (2007, p. v)

944 *Glick, Clough and Nunley*. (2007, p. v)

945 *Glick, Clough and Nunley*. (2007, p. v)
Table 20. Changes to the Area of Four Coastal Habitats in Washington & Oregon.

<table>
<thead>
<tr>
<th>Habitat</th>
<th>Current Area (acres)</th>
<th>Projected Area (acres)</th>
<th>Total Change (acres)</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whatcom, Skagit Bay, and Snohomish, WA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low tidal areas</td>
<td>10623</td>
<td>8723</td>
<td>-1900</td>
<td>-18</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td>5701</td>
<td>5836</td>
<td>135</td>
<td>2</td>
</tr>
<tr>
<td>Transitional areas</td>
<td>637</td>
<td>2133</td>
<td>1496</td>
<td>235</td>
</tr>
<tr>
<td>Freshwater tidal areas</td>
<td>1569</td>
<td>937</td>
<td>-632</td>
<td>-40</td>
</tr>
<tr>
<td><strong>Grays Harbor, WA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low tidal areas</td>
<td>37646</td>
<td>12271</td>
<td>-25375</td>
<td>-67</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td>2758</td>
<td>3716</td>
<td>958</td>
<td>35</td>
</tr>
<tr>
<td>Transitional areas</td>
<td>1135</td>
<td>6373</td>
<td>5238</td>
<td>461</td>
</tr>
<tr>
<td>Freshwater tidal areas</td>
<td>6993</td>
<td>5317</td>
<td>-1676</td>
<td>-24</td>
</tr>
<tr>
<td><strong>Willapa Bay, WA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low tidal areas</td>
<td>50268</td>
<td>16889</td>
<td>-33379</td>
<td>-66</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td>7806</td>
<td>7307</td>
<td>-499</td>
<td>-6</td>
</tr>
<tr>
<td>Transitional areas</td>
<td>1972</td>
<td>6046</td>
<td>4074</td>
<td>207</td>
</tr>
<tr>
<td>Freshwater tidal areas</td>
<td>1653</td>
<td>724</td>
<td>-929</td>
<td>-56</td>
</tr>
<tr>
<td><strong>Lower Columbia River, WA/OR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low tidal areas</td>
<td>5545</td>
<td>5433</td>
<td>-112</td>
<td>-2</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td>5975</td>
<td>4848</td>
<td>-1127</td>
<td>-19</td>
</tr>
<tr>
<td>Transitional areas</td>
<td>810</td>
<td>2103</td>
<td>1293</td>
<td>160</td>
</tr>
<tr>
<td>Freshwater tidal areas</td>
<td>6370</td>
<td>5654</td>
<td>-716</td>
<td>-11</td>
</tr>
<tr>
<td><strong>All Study Sites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low tidal areas</td>
<td>104082</td>
<td>43316</td>
<td>-60766</td>
<td>-58</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td>22240</td>
<td>21707</td>
<td>-533</td>
<td>-2</td>
</tr>
<tr>
<td>Transitional areas</td>
<td>4554</td>
<td>16655</td>
<td>12101</td>
<td>266</td>
</tr>
<tr>
<td>Freshwater tidal areas</td>
<td>16585</td>
<td>12632</td>
<td>-3953</td>
<td>-24</td>
</tr>
</tbody>
</table>
**Figure 18.** Projected effects of 27.3 inches (0.69 meters) sea level rise on coastal habitats in Willapa Bay, WA by 2100 (A1B scenario). *Data Source: Ducks Unlimited (figure created by authors of this report)*

**Figure 19.** Projected effects of 27.3 inches (0.69 meters) sea level rise on coastal habitats of the Lower Columbia River, WA/OR by 2100 (A1B scenario).

*Data Source: Ducks Unlimited (figure created by authors of this report)*
Northwest California

In a study using SLAMM 4.0 under three sea level rise scenarios, current and projected future percent changes in intertidal and upland habitat at Humboldt Bay were assessed.\textsuperscript{946} One reviewer from California noted LiDAR data was not used in this analysis.\textsuperscript{947} The three scenarios are:

- The historical rate of sea level change (based on actual past sea level changes at the site),\textsuperscript{948}
- A higher-probability scenario of approximately 13 inches (34 cm) of sea level rise by 2100 (assumes 3.6°F or 2°C of warming), and
- A lower-probability scenario of approximately 30 inches (77 cm) of sea level rise by 2100 (assumes 8.5°F or 4.7°C of warming).\textsuperscript{949}

By 2050 and 2100, the following habitat changes in Humboldt Bay are projected:\textsuperscript{950}

- **Tidal flats in 2050:** Compared to the 2005 value of approximately 2664 acres, losses of approximately 2.7 acres (-0.1%) under the historic scenario, 346.3 acres (-13.0%) under the high-probability scenario, and 1129.5 (-42.4%) acres under the low-probability scenario are projected.

- **Tidal flats in 2100:** Compared to the 2005 value of approximately 2664 acres, losses of approximately 2.7 acres (-0.1%) under the historic scenario, 761.8 acres (-28.6%) under the high-probability scenario, and 2432.2 acres (-91.3%) are projected.

- **Salt marsh in 2050:** Compared to the 2005 value of approximately 99 acres, gains of approximately 71.9 (+72.6%) under the historic scenario, 87.9 acres (+88.9%) under the high-probability scenario, and 226.9 acres (+229.2%) are projected.

- **Salt marsh in 2100:** Compared to the 2005 value of approximately 99 acres, gains of approximately 71.9 acres (+72.6%) under the historic scenario, 173.6 acres (+175.6%) under the high-probability scenario, and 1867.1 acres (+1,886%) under the low-probability scenario are projected.

- **Upland and other habitat types in 2050:** Compared to the 2005 value of approximately 31,506 acres, losses of 63.0 acres (-0.2%) under the historic scenario, 94.5 acres (-0.3%) under the high-probability scenario, and 220.5 acres (-0.7%) under the low-probability scenario are projected.

- **Upland and other habitat types in 2100:** Compared to the 2005 value of approximately 31,506 acres, losses of approximately 63.0 (-0.2%) under the historic scenario, 189.0 (-0.6%) under the high-probability scenario, and 1890.4 acres (-6.0%) are projected.

### Information Gaps

Information is needed on observed trends throughout the NPLCC and globally. Updated projections for the northern California coast, as well as information on projected habitat loss, degradation, and/or conversion in coastal British Columbia, are also needed. Lastly, additional projections throughout the NPLCC region would be helpful, as this section presents results from single studies.

---

\textsuperscript{946} Galbraith et al. (2005, p. 1121). Information obtained from Table 1 in the cited report.

\textsuperscript{947} Personal communication, Reviewer (January 2011)

\textsuperscript{948} Galbraith et al. (2005, p. 1121). Information obtained from Table 1 in the cited report.

\textsuperscript{949} Galbraith et al. (2005, p. 1120).

\textsuperscript{950} Galbraith et al. (2005).
VI. IMPLICATIONS FOR SPECIES, POPULATIONS, & COMMUNITIES

The growth and success of an individual species in a changing ocean depends on many environmental factors. Moderate increases in temperature increase metabolic rates, which ultimately determine life history traits, population growth, and ecosystem processes. For increases in global average temperature exceeding 2.7 to 4.5°F (1.5 to 2.5°C) and in concomitant atmospheric CO\textsubscript{2} concentrations, there are projected to be major changes in ecosystem structure and function, species’ ecological interactions and shifts in species’ geographical ranges, with predominantly negative consequences for biodiversity and ecosystem goods and services, e.g. water and food supply. Based on a search of the scientific and grey literature, the following implications of climate change for species, populations, and communities in the NPLCC region have been identified:

1. Shifts in species range and distribution
2. Altered phenology and development
3. Shifts in community composition, competition, and survival
4. Altered interaction with non-native and invasive species

The following structure will be used to present information on the implications of climate change for the NPLCC region’s species, populations, and communities:

- **Observed Trends** – observed changes for the Gulf of Alaska Large Marine Ecosystem (LME) and the California Current Ecosystem (CCE). A few sections also include information on changes observed globally.
- **Future Projections** – projected direction and/or magnitude of change for the Gulf of Alaska LME and the CCE. A few sections also include information on global future projections.
- **Information Gaps** – information and research needs identified by reviewers and literature searches.

Chapter VII discusses implications for key fish, wildlife, plants, plankton, and shellfish in the NPLCC region.

---

951 *Hauri et al. (2009, p. 66)*
952 *Hoegh-Guldberg and Bruno. (2010, p. 1525)*
1. **SHIFTS IN SPECIES RANGE AND DISTRIBUTION**

**Observed Trends**

**Global**

The distribution of fish and planktonic species are predominantly determined by climatic variables, and there is recent evidence that marine species are moving poleward, and that timing of plankton blooms is shifting (Figure 20).\(^954\) Similar patterns have been observed in invertebrates and plant communities.\(^955\)

**Gulf of Alaska LME and California Current Ecosystem**

Since 2003, jumbo squid have been frequently reported in beach strandings, commercial and recreational fisheries, and resource surveys along the West Coast and through southeast Alaska.\(^956\) During the 1997–98 El Niño event, jumbo squid were observed in substantial numbers off California, as well as in coastal waters off of Oregon and Washington states.\(^957\) In situ video observations taken from remotely operated vehicle (ROV) surveys from the Monterey Bay region show that jumbo squid continue to be present and sporadically abundant since the 1997–98 El Niño, particularly between 2003 and 2006.\(^958\)

On the Quileute and Hoh reservations (WA), a study by Papiez (2009) reports that some potential range shifts have already been observed in avian and marine species:\(^959\)

- The loggerhead turtle (*Caretta caretta*) was indicated as a new, unusual sighting by Quileute fishermen and other local people.\(^960\)
- The leatherback turtle (*Dermochelys coriacea*) has been sighted during El Niño years, which is very rare and unusual according to local ecological knowledge (LEK) and traditional ecological knowledge (TEK) (see Box 17).\(^961\)

TEK indicates that these new species were not present during the time of their Quileute and Hoh ancestors.\(^962\)

- According to many interviews with elders, LEK, tribal fishermen, and natural resource staff, the brown pelicans are a new arrival to the coast.\(^963\) The consensus arrival time was around the mid-

---

\(^954\) Janetos et al. (2008, p. 164). The authors cite Hay et al. (2005) and Roessig et al. (2004) for information on climatic variables and distribution, and Beaugrand et al. (2002), Hays et al. (2005), and Richardson and Schoeman (2004) for information on poleward movements and the timing of plankton blooms.

\(^955\) Janetos et al. (2008, p. 164). The authors cite Beaugrand et al. (2002) and Sagarin et al. (1999) for this information.

\(^956\) Field et al. (2007, p. 132). The authors cite Cosgrove (2005), Brodeur et al. (2006), and Wing (2006) for this information.

\(^957\) Field et al. (2007, p. 132). The authors cite Pearcy (2002) for this information.

\(^958\) Field et al. (2007, p. 132)

\(^959\) Papiez. *Climate Change Implications for the Quileute and Hoh Tribes (pdf).* (2009, p. 13)


\(^962\) Papiez. (2009, p. 17)

The sunfish or common mola (*Mola mola*) were frequently referred to as a new arrival to the coast by Quileute and Hoh fishermen. Sunfish were first seen during strong El Niño years, but have now been present during the cooler La Niña cycle.

![Figure 20](image-url)

**Figure 20.** Marine Species Shifting Northward: As air and water temperatures rise, marine species are moving northward, affecting fisheries, ecosystems, and coastal communities that depend on the food source. On average, by 2006, the center of the range for the examined species moved nineteen miles north of their 1982 locations. *Source: Karl, Melillo, and Peterson. (2009, p. 144).*
Future Projections

**Global**

Information needed.

**Gulf of Alaska LME and California Current**

Climate change may have a large impact on the distribution of maximum catch potential – a proxy for potential fisheries productivity – by 2055.\(^{969}\) Redistribution of catch potential is driven by projected shifts in species’ distribution ranges and by the change in total primary production within the species’ exploited range.\(^{970}\) Ocean warming and the retreat of sea ice in high-latitude regions opens up new habitat for lower

---

\(^{969}\) Cheung et al. *Large-scale redistribution of maximum fisheries catch potential in the global ocean under climate change.* (2010, p. 31)

\(^{970}\) Cheung et al. *Large-scale redistribution of maximum fisheries catch potential in the global ocean under climate change.* (2010, p. 31). The authors cite Sarmiento et al. (2004) and Cheung et al. (2008a) for this information.
latitude species and thus may result in a net increase in catch potential. In subtropical and temperate regions, cold-water species are replaced by warm-water species, rendering the trend in catch potential changes in these regions generally weaker than in tropical, high-latitude and polar regions.

Based on an empirical model published by Cheung et al. (2008), Cheung et al. (2010) project:

- Both increases and decreases in the ten-year average maximum catch potential in 2055, relative to 2005, in the NPLCC region (A1B scenario; Figure 21).
- In general, decreases of five to thirty-one percent are projected for the coastal waters, with the exception of southeast Alaska, which ranges from small decreases (<6%) to >100% increases.
- In offshore areas, increases of >100% are projected for the northern and southeastern Gulf of Alaska, while decreases of five to thirty-one percent interspersed with increases of up to thirty percent are projected farther south.

In the CCE, generally warmer ocean conditions will cause a northward shift in the distribution of most species, and possibly the creation of reproductive populations in new regions. Existing faunal boundaries (i.e., zones of rapid changes in species composition, e.g. the waters between Cape Blanco, OR and Cape Mendocino, CA) are likely to remain as strong boundaries, but their resiliency to shifts in ocean conditions due to global climate change is not known.

**Information Gaps**

Information is needed on observed changes in the Gulf of Alaska LME as well as in other areas of the California Current Ecosystem. More specific future projections are needed throughout the NPLCC region, e.g. for particular species and communities.

---

971 *Cheung et al. (2010, p. 31)
972 *Cheung et al. (2010, p. 31)
973 Cheung et al. (2010, Fig. 1, p. 28)
974 Cheung et al. (2010, Fig. 1, p. 28)
975 Cheung et al. (2010, Fig. 1, p. 28)
Figure 21. Change in maximum catch potential (10-year average) from 2005 to 2055 in each 30’ x 30’ cell under climate change scenarios: (a) Special Report on Emission Scenarios A1B and (b) stabilization at 2000 level. 

Source: Cheung et al. (2010, Fig. 1, p. 28).
2. ALTERED PHENOLOGY AND DEVELOPMENT

Observed Trends

Global

In a meta-analysis of the effects of ocean acidification on marine organisms, Kroeker et al. (2010) conclude that ocean acidification had a significant negative effect on survival, calcification, growth and reproduction in marine organisms, but no significant effect on photosynthesis.\(^{978}\) Results for survival are found in the next section, results for calcification are found in Chapter VII Section 4 (Shellfish), and results for photosynthesis are found in Chapter 4 Section 2 (Altered ocean productivity). Results for growth and developmental stages are reported here:

- **Growth:** The effect of ocean acidification on growth varied between calcifying organisms and non-calcifying organisms as well as amongst taxonomic groups.\(^{979}\) Ocean acidification had a significant negative mean effect on the growth of calcifiers, but a significant effect on non-calcifiers was not detected.\(^{980}\) Within calcifiers, ocean acidification had a significant negative mean effect on calcifying algae and corals, and a non-significant negative mean effect on coccolithophores, molluscs and echinoderms.\(^{981}\) There was a significant positive mean effect on fish and fleshy algae, and a non-significant positive effect on crustaceans.\(^{982}\)

- **Developmental Stages:** No differences were detected amongst developmental stages in any of the response variables besides survival.\(^{983}\) However, significant differences were detected amongst developmental stages within specific taxonomic groups (molluscs, echinoderms and crustaceans).\(^{984}\) For molluscs, there was a larger negative effect for larvae than adults regarding survival.\(^{985}\) For echinoderms, there was a larger negative effect for juveniles than larvae in growth responses.\(^{986}\) For crustaceans, there was a larger negative effect for adults than juveniles in survival.\(^{987}\)

Gulf of Alaska LME

Information needed.

\(^{978}\) *Kroeker et al. Meta-analysis reveals negative yet variable effects on ocean acidification on marine organisms.* (2010, p. 1424). The authors refer the reader to Fig. 1 in the cited report.

\(^{979}\) *Kroeker et al. (2010, p. 1424)*. The authors refer the reader to Fig. 2 & 3 in the cited report and provide statistics for results for growth (Q\(_{M}\) = 14.5, d.f. = 1, P = 0.004) and taxonomic groups (Q\(_{M}\) = 56.09, d.f. = 7, P < 0.001).

\(^{980}\) *Kroeker et al. (2010, p. 1424-1425)*

\(^{981}\) *Kroeker et al. (2010, p. 1425)*

\(^{982}\) *Kroeker et al. (2010, p. 1425)*

\(^{983}\) *Kroeker et al. (2010, p. 1425)*. The authors refer the reader to Fig. 4 in the cited report.

\(^{984}\) *Kroeker et al. (2010, p. 1425)*. The authors refer the reader to Fig. 6 in the cited report.

\(^{985}\) *Kroeker et al. (2010, p. 1425)*. The authors refer the reader to Fig. 6 in the cited report and provide statistics for this result: Q\(_{M}\) = 2.92, d.f. = 2, P = 0.05.

\(^{986}\) *Kroeker et al. (2010, p. 1425)*. The authors refer the reader to Fig. 6 in the cited report and provide statistics for this result: Q\(_{M}\) = 8.03, d.f. = 1, P = 0.05.

\(^{987}\) *Kroeker et al. (2010, p. 1425)*. The authors refer the reader to Fig. 6 in the cited report and provide statistics for this result: Q\(_{M}\) = 0.36, d.f. = 1, P = 0.01.
California Current Ecosystem

In the Pacific Northwest the summer of 2005 was characterized by a three-month delay to the start of the upwelling season resulting in a lack of significant plankton production until August (rather than the usual April-May time period). Delayed lower trophic level production was accompanied by:

- A failure of many rockfish species to recruit,
- Low survival of coho and Chinook salmon,
- Complete nesting failure by the sea bird, Cassin’s Auklet,
- Widespread deaths of other seabirds such as common murres and sooty shearwaters, and organisms such as whiting, sardines, shearwaters, and blue and humpback whales that migrate within the CC to take advantage of feeding opportunities associated with the seasonal cycle of production, encountered poor feeding conditions upon their arrival in spring 2005.

Thus fish, birds and mammals that relied upon plankton production occurring at the normal time experienced massive recruitment failure. Similar mismatches have occurred in recent years in which upwelling began early (as in 2006 and 2007) but was interrupted at a critical time (May-June). The summer of 2006 had some of the strongest upwelling winds on record yet many species again experienced recruitment failure, in part because there was a one-month period of no winds (mid-May to mid-June) that occurred at the time when many bird and fish species are recruiting:

- Marine organisms that had come to exploit expected production peaks found little food. The organisms which seem to be the most affected by delayed upwelling include juvenile salmon that were just entering the coastal ocean in April/May, whiting that were migrating northward, seabirds which are nesting at that time and all other animals that migrate to the northern California Current in summer to feed.
- Both salmon and seabirds experienced increased mortality in 2006 and 2007, attributed to poor ocean conditions over a relatively short period in late spring.

As summarized by Somero (2010), Kuo and Sanford (2009) recently reported that populations of the whelk *Nucella canaliculata* from intertidal sites along the Eastern Pacific coastline from central Oregon to central California differed significantly in upper lethal temperature. This patterning of thermal tolerance is a clear illustration of how heat stress varies across latitude as a consequence of interactions between temperature *per se* and the timing of the tidal cycle. The most heat-tolerant populations came...
from sites in central Oregon (Fogarty Creek, Strawberry Hill and Cape Arago) where midday low tides in summer expose the snails to more extreme heat stress than is encountered by populations in northern and central California sites, where summer low tides occur during cooler periods of the day.\textsuperscript{999}

**Future Projections**

**Global**

Reduced developmental times may result in phenological (i.e. timing of biological events such as breeding) mismatches between developing larval organisms and the availability of suitable food, similar to phenological mismatches reported for terrestrial systems.\textsuperscript{1000}

**Gulf of Alaska LME**

The North Pacific Ocean is a sentinel region for the biological impacts of ocean acidification.\textsuperscript{1001} As described in Chapter III Section 1 (Ocean acidification) of this report, it will be one of the first regions affected by decreasing ocean pH because the depth below which the water is undersaturated in calcium carbonate (the “calcium carbonate saturation horizon”) is relatively shallow and the saturation horizon is projected to reach the surface during this century.\textsuperscript{1002} At that point, a wide range of North Pacific species will be exposed to seawater undersaturated with respect to calcium carbonate and may be unable, or have difficulty, forming the carbonate structures needed for their shells or other body components.\textsuperscript{1003} For example, cold-water scleractinian corals build their skeletons from the more soluble form of calcium carbonate known as aragonite.\textsuperscript{1004} As the world’s oceans become less saturated over time, corals are expected to build weaker skeletons (a process similar to osteoporosis in humans) and/or experience slower growth rates.\textsuperscript{1005} A study by Guinotte et al. (2006) projects:

- Of 410 locations where deep ocean waters were saturated with aragonite in pre-industrial times, seventy percent are projected to be in undersaturated waters by 2099,\textsuperscript{1006} as the aragonite saturation horizon (the depth boundary between waters saturated and undersaturated with aragonite) moves shallower over time.\textsuperscript{1007}
- Although the impacts of undersaturated waters are still being determined, the upward migration of the aragonite saturation horizon has the potential to alter the global distribution of deep-sea scleractinian corals and the organisms that depend on them.\textsuperscript{1008}

\textsuperscript{999} *Somero. (2010, p. 914)
\textsuperscript{1000} *Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Durant et al. (2007) for information on developmental times and phenological mismatches between larval organisms and food availability. The authors cite Walther et al. (2002) for information on terrestrial systems.
\textsuperscript{1001} *Sigler, M.; Napp, J.; Hollowed, A. (2008, p. 71)
\textsuperscript{1003} *Sigler, M.; Napp, J.; Hollowed, A. (2008, p. 72)
\textsuperscript{1004} *Guinotte et al. *Will human-induced changes in seawater chemistry alter the distribution of deep-sea scleractinian corals?* (2006, p. 142)
\textsuperscript{1005} *Guinotte et al. (2006, p. 142-143)
\textsuperscript{1006} *Guinotte et al. (2006, p. 141)
\textsuperscript{1007} *Guinotte et al. (2006, p. 142)
\textsuperscript{1008} *Guinotte et al. (2006, p. 146)
**California Current Ecosystem**

Animals (such as whiting, sardines, shearwaters, leatherback turtles, and blue whales) that migrate both to and within the CCE to take advantage of feeding opportunities associated with the seasonal cycle of production, and time their spawning, breeding or nesting with peaks in the seasonal cycles of production, may have to make adjustments in the timing of such activities.

**Information Gaps**

Information on observed changes in the Gulf of Alaska LME is needed, as well as information on future projections for a wider range of species and communities. Additional information on the California Current Ecosystem is needed, as results from a single study are presented here. Additional information on observed changes and future projections in phenology and development are also needed, as results from single studies are presented here.

---

*Peterson, W. & Schwing, F. (2008, p. 53)*
3. SHIFTS IN COMMUNITY COMPOSITION, COMPETITION, & SURVIVAL

Observed Trends

Global

A meta-analysis of the effects of ocean acidification on marine organisms concluded a comparison could not be made between the effect of ocean acidification on survival between calcifiers and non-calcifiers because the experiments were dominated by those examining the responses of calcifiers. Additionally, the researchers could not detect a difference amongst taxonomic groups. However, the effect of ocean acidification on survival varied amongst developmental stages. The effect size for larvae was the most negative, but this effect was not significant.

Ward and Lafferty (2004) conducted an analysis that revealed that disease for some groups of marine species is increasing while others are not. Turtles, corals, mammals, urchins, and mollusks all showed increasing trends of disease, while none were detected for seagrasses, decapods, or sharks/rays. The effects of increasing temperature on disease are complex, and can increase or decrease disease depending on the pathogen.

Gulf of Alaska LME

Two alternate stable states have been observed repeatedly in Pacific and Atlantic Subarctic/boreal continental shelf ecosystems; switches between “crustacean/small pelagic fish” communities and “groundfish” communities have been observed in the Gulf of Alaska and elsewhere:

- A study by Litzow (2006) investigating climate regime shifts and community reorganization in the Gulf of Alaska reports that following the 1976/1977 PDO regime shift (to a positive state), catch per unit effort data for representative taxa showed either rapid decline (capelin, pink shrimp) or rapid increase (arrowtooth flounder, Pacific cod, jellyfish).
- Survey catch composition strongly responded to local climate at lags of two and four years (using non-linear regression).
- Consistent with the view that the 1998/1999 climate regime shift did not represent a reversion to a negative PDO state, the analysis failed to detect the 1998/1999 regime shift in local climate, or in survey or commercial catches.

---

1010 *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 2 in the cited report.
1011 *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 3 in the cited report and provide statistics for this result: $Q_m = 7.81$, d.f. = 2, $P = 0.015$.
1012 *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 4 in the cited report and provide statistics for this result: $\ln RR = -1.24$, 95% bias-corrected confidence interval val = -3.4 to 0.01.
1013 *Kroeker et al. (2010, p. 1424)
1015 *Janetos et al. (2008, p. 168)
1016 *Janetos et al. (2008, p. 168)
1018 *Litzow. (2006, p. 1390)
1019 *Litzow. (2006, p. 1386)
Switches between the two states are apparently modulated by the relative strength of demersal and pelagic secondary production, and the strength of top-down ecosystem control.\textsuperscript{1021}

**California Current Ecosystem**

Between 1998 and 2002, after an intense 1997 El Niño and a prolonged La Niña (summer 1998-2002), species composition of pelagic nekton shifted from a community dominated by southern predatory species (mackerels and hake) to one dominated by northern species (smelts, squid and salmonids).\textsuperscript{1022}

Near Tatoosh Island (WA), Wooton, Pfister and Forester (2008) observed complex interactions between species under acidified ocean conditions.\textsuperscript{1023} As described in Chapter III Section 1 (Ocean acidification), the model includes all variables that are currently suggested to have a large impact on ocean pH.\textsuperscript{1024} Of these, only atmospheric CO\textsubscript{2} exhibits a consistent change that can explain the persistent decline in pH.\textsuperscript{1025}

The abundance and mean size of the dominant species in the system, the California mussel (*Mytilus californianus*), declined with declining pH, as did the blue mussel (*Mytilus trossulus*) and the goose barnacle (*Pollicipes polymerus*).\textsuperscript{1026} In contrast, the abundance of acorn barnacles (*Balanus glandula, Semibalanus cariosus*) and fleshy algae (*Halosaccion glandiforme, ephemeral algae, filamentous red algae, and foliose red algae*) increased with declining pH.\textsuperscript{1027} Prior evidence suggests the acorn barnacles, noncalcareous fleshy algae, and calcareous coralline algae (*Corallina vancouveriensis*) are strongly impacted by competition with the dominant calcareous sessile species, whose performance declined with lower pH, as well as by reduced predation and grazing by consumers with calcareous shells, which might also be impacted by lower pH.\textsuperscript{1028}

Along the central Oregon coast in a rocky intertidal area, Sanford (2002) studied rates of seastar density and predation on mussels and found they were reduced during cold-water upwelling events.\textsuperscript{1029} The sensitivity of starfish predation to small changes in water temperature was surprising because it occurred in the middle of the seastar’s thermal tolerance range.\textsuperscript{1030} Seastars maintain diversity on the lower reef by feeding on the competitively dominant mussel, thereby preventing the dominant mussel from overgrowing and smothering less competitive sessile organisms.\textsuperscript{1031}

\begin{flushleft}
\textsuperscript{1020} *Litzow. (2006, p. 1386) \\
\textsuperscript{1021} *Litzow. (2006, p. 1395). The author cites Hunt et al. (2002) and Choi et al. (2004) for information on secondary production, and Worm and Myerst (2003) and Frank et al. (2005) for information on top-down ecosystem control. \\
\textsuperscript{1022} *ISAB. (2007, p. 69). The authors cite Emmett and Brodeur (2000) and Brodeur et al. (2005) for this information. \\
\textsuperscript{1023} Wootton, Pfister and Forester. (2008) \\
\textsuperscript{1024} *Wootton et al. (2008, p. 18851). The authors cite Solomon et al. (2007), Dore et al. (2003), Pelejero et al. (2005), and Feely et al. (2008) for this information. \\
\textsuperscript{1025} *Wootton, Pfister and Forester. (2008, p. 18851) \\
\textsuperscript{1026} Wootton, Pfister and Forester. (2008) \\
\textsuperscript{1027} *Wootton, Pfister and Forester. (2008, p. 18849) \\
\textsuperscript{1028} *Wootton, Pfister and Forester. (2008, p. 18851) \\
\textsuperscript{1029} Sanford. *Community responses to climate change: links between temperature and keystone predation in a rocky intertidal system.* (2002) \\
\textsuperscript{1030} *Sanford. (2002, p. 183) \\
\textsuperscript{1031} *Sanford. (2002, p. 175)
\end{flushleft}
In Bodega Harbor (CA), the dominance of invasive species has approximately doubled over the last forty years, as sea temperatures have increased.\textsuperscript{1032} A study by Sorte, Williams and Zerebecki (2010) concluded that introduced species of sessile (permanently attached to a surface) invertebrates were more tolerant of higher temperatures than native species: three of four non-native species were likely to become more abundant as a critical temperature threshold was reached, while a native species declined in abundance, in part due to high mortality.\textsuperscript{1033} The researchers suggest that the effects of climate change on communities can occur via both direct impacts on the diversity and abundance of native species and indirect effects due to increased dominance of introduced species.\textsuperscript{1034}

Climate change has been implicated in recent variation in the prevalence and severity of disease outbreaks within marine ecosystems.\textsuperscript{1035} These influences are likely to be a consequence of several factors, including the expansion of pathogen ranges in response to warming, changes to host susceptibility as a result of increasing environmental stress, and the expansion of potential vectors.\textsuperscript{1036} Two recent studies explore the links between climate and disease in the California Current Ecosystem:

- In a study by Rogers-Bennett et al. (2010), red abalone with Rickettsiales-like-prokaryote also exposed to warm water developed the disease Withering Syndrome and did not produce any mature gametes (reproductive cells, e.g. sperm and eggs).\textsuperscript{1037} Normal sperm and egg production was found in red abalone testing positive for Rickettsiales-like-prokaryote in cool water.\textsuperscript{1038}

  o \textit{Note: Rickettsiales-like-prokaryote, or RLP, is the agent of Withering Syndrome, which is a disease of the digestive tract that inhibits production of digestive enzymes, leading to muscle atrophy, starvation, and death in abalone. Vibrio tubiashii is a pathogen of larval bivalve mollusks, causing both toxigenic (i.e. producing a toxin or toxic effect) and invasive disease.}\textsuperscript{1039}

- During 2006 and 2007, Elston et al. (2008) report that losses of larval and juvenile bivalves were linked to \textit{V. tubiashii} blooms in the coastal environment of western North America.\textsuperscript{1040} Losses were associated with the apparent mixing of unusually warm surface seawater and intermittently upwelled cooler, nutrient- and \textit{Vibrio} spp.- enriched seawater.\textsuperscript{1041}

\textsuperscript{1032} Sorte, Williams and Zerebecki. \textit{Ocean warming increases threat of invasive species in a marine fouling community.} (2010, p. 2203)

\textsuperscript{1033} Sorte, Williams and Zerebecki. (2010, p. 2200-2201)

\textsuperscript{1034} Sorte, Williams and Zerebecki. (2010, p. 2198)

\textsuperscript{1035} Hoegh-Guldberg and Bruno. (2010, p. 1527). The authors cite Harvell et al. (2009) for this information.

\textsuperscript{1036} Hoegh-Guldberg and Bruno. (2010, p. 1527)

\textsuperscript{1037} Rogers-Bennett et al. \textit{Response of red abalone production to warm water, starvation, and disease stressors: implications of ocean warming.} (2010, p. 599)

\textsuperscript{1038} Rogers-Bennett et al. (2010, p. 599)

\textsuperscript{1039} Hasegawa et al. \textit{The extracellular metalloprotease of Vibrio tubiashii is a major virulence factor for Pacific oyster (Crassostrea gigas) larvae.} (2008, p. 4101)


\textsuperscript{1041} Elston et al. (2008, p. 119)
Future Projections

Global

One of the inevitable outcomes of differing tolerances for changes in the environment among marine organisms is the development of novel assemblages of organisms in the near future.\textsuperscript{1042} Such communities will have no past or contemporary counterparts and consequently are likely to present serious challenges to marine resource managers and policy makers.\textsuperscript{1043}

With regard to competition among species, the winners under low oxygen conditions seem to be smaller specimens that outcompete larger ones due to their advantageous body-mass-oxygen-consumption ratio.\textsuperscript{1044} The decline of fish stocks due to an extending hypoxia could enhance pCO$_2$ in the upper water layers and thus make organisms more vulnerable to hypoxia, resulting in a self-sustaining negative loop.\textsuperscript{1045}

According to the IPCC AR4, there is medium confidence that approximately twenty to thirty percent of species assessed so far are likely to be at increased risk of extinction if increases in global average warming exceed 2.7 to 4.5°F (1.5 to 2.5°C; relative to 1980-1999).\textsuperscript{1046} As global average temperature increase exceeds about 3.5°C, model projections suggest significant extinctions (40 to 70% of species assessed) around the globe.\textsuperscript{1047}

Results from Kroeker et al.’s (2010) meta-analysis suggest the effects of ocean acidification will be negative for most calcifying organisms, but that variation in life history characteristics will prove some organisms more resilient than others.\textsuperscript{1048} For example, the echinoderm *Echinus esculentus* larvae had high mortality under ocean acidification, while the echinoderm *Strongylocentrotus droebachiensis* larvae showed increased developmental success.\textsuperscript{1049}

Gulf of Alaska LME

Transition back to a crustacean/small pelagic fish state is an unlikely result in the Gulf of Alaska, because dominant taxa in this state, such as capelin and pandalid shrimp, are associated with cold temperatures.\textsuperscript{1050} A more likely possibility is a transition to a community containing more temperate/warm-water species.\textsuperscript{1051}

With regard to species survival, in coastal basins and fjords whose basin waters are rejuvenated with periodic replacement from the ocean, declining oxygen levels in the subarctic Pacific could lead to serious hypoxia resulting in widespread mortality of benthic species.\textsuperscript{1052}

\textsuperscript{1042} Hoegh-Guldberg and Bruno. (2010, p. 1526). The authors cite Williams and Jackson (2007) for information on past and contemporary counterparts in novel assemblages.

\textsuperscript{1043} Hoegh-Guldberg and Bruno. (2010, p. 1526-1527)

\textsuperscript{1044} Ekau et al. (2010, p. 1690). The authors cite Burleson et al. (2001) for this information.

\textsuperscript{1045} Ekau et al. (2010, p. 1691)

\textsuperscript{1046} IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 54)

\textsuperscript{1047} IPCC. Climate Change 2007: Synthesis Report. (2007c, p. 54)

\textsuperscript{1048} Kroeker et al. (2010, p. 1427)

\textsuperscript{1049} Kroeker et al. (2010, p. 1429-1430). The authors cite Dupont and Thorndye (2009) for this information.


\textsuperscript{1051} Litzow. (2006, p. 1395)

\textsuperscript{1052} Whitney, Freeland and Robert. (2007, p. 191)
California Current Ecosystem

Over time, the trends described for the marine community near Tatoosh Island (WA) may result in significant changes to the composition of the coastal environment: in the study, fleshy macroalgae and seagrasses became dominant. This result supports earlier predictions that calcifiers (particularly corals and crustose coralline algae) harmed by ocean acidification and environmental damage may give way to more aquatic vegetation and herbivores, creating future marine ecosystems that are significantly different from today’s.

Along the central Oregon coast in a rocky intertidal area, sustained increases in cold-water upwelling may allow the dominant mussel to move down the shore, which may dramatically decrease the diversity of species occupying low zone rock surfaces. Other impacts may mitigate (e.g. ocean acidification, harvesting) or exacerbate (e.g. reduced harvest) the effect.

Information Gaps

Information is needed on observed changes and future projections for both the Gulf of Alaska LME and California Current Ecosystem, as results from one or two studies for each ecosystem are presented here. Kroeker et al. (2010) state their results do not support the hypothesis that more soluble forms of CaCO$_3$ will be more sensitive to ocean acidification, and the resilience of crustaceans and coralline algae requires further experimentation to understand the mechanisms for their responses.

---

1054 *Cooley, Kite-Powell and Doney. (2009, p. 173). The authors cite Anthony et al. (2008) for information on harm to calcifiers and Hoegh-Guldberg et al. (2007) for information on the transition to aquatic vegetation and herbivores.
1056 Comment from reviewer, June 2011.
1057 *Kroeker et al. (2010, p. 1429)
4. ALTERED INTERACTION WITH NON-NATIVE & INVASIVE SPECIES

Over the past several hundred years, the movement of ships and other transport vehicles around the globe has enabled the spread of a large number of marine species.\(^{1058}\) Successful establishment, however, depends on conditions at the destination matching the tolerance range of invading organisms.\(^{1059}\)

Both invasive species and climate change are major ecosystems stressors.\(^{1060}\) Climate change will have direct and second order impacts that facilitate the introduction, establishment, and/or spread of invasive species.\(^{1061}\) Climate change may enhance environmental conditions for some species in some locations with the following consequences:

- New species are now able to survive in new or existing locations,
- Known invasive species expand their range into new territories, and
- Species that currently are not considered invasive may become invasive and cause significant impacts.\(^{1062}\)

Climate change impacts, such as warming temperatures and changes in \(\text{CO}_2\) concentrations, are likely to increase opportunities for invasive species because of their adaptability to disturbance and to a broader range of biogeographic conditions and environmental controls.\(^{1063}\) Recent accelerated warming of high-latitude environments has increased the chances that species being transported from lower latitudes are able to establish themselves and spread.\(^{1064}\) Warmer air and water temperatures may also facilitate movement of species along previously inaccessible pathways of spread, both natural and human-made.\(^{1065}\)

Further, a rising number of species are expanding

\[\text{Figure 22. Distribution of non-native Spartina species on the Pacific Coast of North America. (courtesy of Portland State University, 2009). Source: (Boe, et al. 2010, Fig. 1, p. 9)}\]

\(^{1058}\) Hoegh-Guldberg and Bruno. (2010, p. 1527)
\(^{1059}\) Hoegh-Guldberg and Bruno. (2010, p. 1527)
\(^{1060}\) U. S. EPA. (2008b, p. 4-1)
\(^{1061}\) Burgiel and Muir. Invasive species, climate change and ecosystem-based adaptation: Addressing multiple drivers of global change. (2010, p. 5)
\(^{1062}\) U.S. EPA. Effects of Climate Change on Aquatic Invasive Species and Implications for Management and Research [EPA/600/R-08/014]. (2008, p. 2-14)
\(^{1063}\) Burgiel and Muir. (2010, p. 4)
\(^{1064}\) Hoegh-Guldberg and Bruno. (2010, p. 1527). The authors cite Stachowicz et al. (2002) for this information.
\(^{1065}\) Burgiel and Muir. (2010, p. 4)
their ranges, often with large-scale impacts on ecosystems at the destination. The impacts of those invasive species may be more severe as they increase both in numbers and extent, and as they compete for diminishing resources such as water.

Invasive species can compromise the ability of intact ecosystems to sequester carbon which helps offset greenhouse gas emissions. Thus, invasive species can increase the vulnerability of ecosystems to other climate-related stressors and also reduce their potential to sequester greenhouse gases.

Note: Given the multitude of invasive and non-native species in the NPLCC region and the need for a more in-depth discussion of which species are of most significant concern due to climate change, this chapter compiles information on the three species most often cited by interviewees and reviewers. They are: cordgrass (Spartina spp), Japanese eelgrass (Zostera japonica), and New Zealand mudsnail (Potamopyrgus antipodarum). The focus groups planned for 2011 and 2012 will guide which invasive and non-native species are described in the final report.

**Observed Trends**

*Global*

Information needed. This section will most likely compile available global trends for the invasive and non-native species identified for the NPLCC region.

*Gulf of Alaska LME*

Information needed. The focus groups planned for 2011 and 2012 will guide which invasive and non-native species are described in the final report.

*California Current Ecosystem*

Commonly known as cordgrass, Spartina spp (Spartina anglica, S. patens, S. densiflora, S. alterniflora, hybrids) is a non-native estuarine grass that is widely considered a noxious weed (e.g., Figure 22). The

---

1066 Hoegh-Guldberg and Bruno. (2010, p. 1527)
1067 Burgiel and Muir. (2010, p. 4)
1068 Burgiel and Muir. (2010, p. 8)
1069 Burgiel and Muir. (2010, p. 5)
impacts of *Spartina* species include: conversion of mudflats to monoculture stands, loss of habitat to waterbirds and fish, accretion of sediments, and modification of drainage patterns.\(^{1071}\) For example:

- Intertidal areas in Washington dominated by *Spartina* have exhibited large declines in the abundance of shorebirds and waterfowl.\(^{1072}\)

Native to Japan and the West Pacific, Japanese eelgrass (*Zostera japonica*, Figure 23) was first reported on the West Coast of the U.S. in 1957.\(^{1073}\) The range of Japanese eelgrass in the Pacific Northwest extends from bays and inlets on Vancouver Island and Cortes Island (about 160 km north of Vancouver) in B.C. south through WA and OR.\(^{1074}\) The species was also reported in Humboldt Bay, CA.\(^{1075}\) In Washington there is debate about the non-native vs. invasive characterization for Japanese eelgrass; a 2007 report by WA Department of Natural Resources describes *Z. japonica* as non-native.\(^{1076}\) Japanese eelgrass can invade areas that are naturally barren of plant growth and hence is a pioneering species, as is the native eelgrass (*Zostera marina*).\(^{1077}\) By moving into barren areas, the invasive alters habitat structure, changing water flow and sediment deposition, making the sediments finer grained and richer in organics.\(^{1078}\)

Shafer et al. (2008) tested temperature effects on growth and production of *Z. japonica* in its North American range, and showed southern populations were

---


\(^{1072}\) *Ducks Unlimited Canada. (2009, p. 5)


\(^{1074}\) *Tallis. (2006, p. 26)

\(^{1075}\) *Tallis. (2006, p. 26)


\(^{1077}\) *Tallis. (2006, p. 26)

\(^{1078}\) *Tallis. (2006, p. 26)
better adapted to high temperatures than northern populations.\textsuperscript{1079}

The New Zealand mud snail (\textit{Potamopyrgus antipodarum}; Figure 24) is a common invasive species in fresh and brackish water ecosystems in Europe, Australia, Japan, and North America.\textsuperscript{1080} In some invaded habitats, \textit{P. antipodarum} can reach high densities (over 500,000 snails per m\textsuperscript{2}) and dominate the biomass of the benthos, leading to detrimental impacts to native biota and changes in ecosystem dynamics.\textsuperscript{1081} \textit{P. antipodarum} was found recently in thirteen fresh and brackish water systems adjacent to the Pacific coast of North America including a new northern range for \textit{P. antipodarum}: Port Alberni, Vancouver Island, British Columbia, Canada (49.2479º, -124.8395º).\textsuperscript{1082}

### Future Projections

#### Global

Information needed. This section will most likely compile available global projections for the invasive and non-native species identified for the NPLCC region.

#### Gulf of Alaska LME and California Current Ecosystem

As sea level rises and marshes and mudflats migrate inland, invasive \textit{Spartina} will have an opportunity to colonize new areas.\textsuperscript{1083} While invasive \textit{Spartina} may protect marshes and mudflats from sea level rise, the value of these \textit{Spartina} monocultures for other plants and wildlife would be very low.\textsuperscript{1084} Unless invasive \textit{Spartina} is eradicated before these large-scale disturbances to marshes take place, a rapid and large scale loss of native marsh may occur.\textsuperscript{1085} Minimizing other stresses on indigenous marsh species, such as competition from invasive \textit{Spartina}, is critical to increase their ability to cope with climate change.\textsuperscript{1086}

Japanese eelgrass’s (\textit{Z. japonica}) response to predicted climatic changes in Puget Sound (WA) and the outer coast of Washington is likely to be either a neutral change or an increase in biomass.\textsuperscript{1087}

Loo et al. (2007) project New Zealand mud snail (\textit{P. antipodarum}) might be distributed in areas many kilometers north of Port Alberni due to its wide range of temperature and salinity tolerance.\textsuperscript{1088}

### Information Gaps

Information is needed on the projected distribution of non-native and invasive marine species in the NPLCC region under a changing climate. As stated in the note above, focus groups planned for 2011 and 2012 will help guide which invasive and non-native species are addressed in the final report.


\textsuperscript{1080} *Davidson et al. Northern range expansion and coastal occurrences of the New Zealand mud snail \textit{Potamopyrgus antipodarum} (Gray, 1843) in the northeast Pacific. (2008, p. 349)

\textsuperscript{1081} *Davidson et al. (2008, p. 349)

\textsuperscript{1082} *Davidson et al. (2008, p. 349)

\textsuperscript{1083} *Boe et al. West Coast Governor’s Agreement on Ocean Health Spartina Eradication Action Coordination Team Work Plan (pdf). (2010, p. 14)

\textsuperscript{1084} *Boe et al. (2010, p. 14)

\textsuperscript{1085} *Boe et al. (2010, p. 14)

\textsuperscript{1086} *Boe et al. (2010, p. 14)

\textsuperscript{1087} *Mach, Wyllie-Echeverria and Rhode Ward. (2010, p. 24)

\textsuperscript{1088} *Davidson et al. (2008, p. 351)
VII. IMPLICATIONS FOR KEY FISH, WILDLIFE, PLANTS, PLANKTON, & SHELLFISH

Based on a search of the scientific and grey literature, sufficient information is available to discuss observed trends and future projections in the NPLCC region for:

1. Sea and shorebirds
2. Pacific lamprey
3. Pacific salmon
4. Shellfish
5. Eelgrass
6. Plankton

The following structure will be used to present information on the implications of climate change for the NPLCC region’s fish, wildlife, plants, plankton, and shellfish:

- **Observed Trends** – observed changes for the Gulf of Alaska Large Marine Ecosystem (LME) and the California Current Ecosystem (CCE).
- **Future Projections** – projected direction and/or magnitude of change for the Gulf of Alaska LME and the CCE.
- **Information Gaps** – information and research needs identified by reviewers and literature searches.
1. SEA AND SHOREBIRDS

According to an assessment of relative vulnerability of U.S. bird species by the North American Bird Conservation Initiative (NABCI), across all habitats species of conservation concern showed higher levels of vulnerability to climate change than species not threatened by other factors.\textsuperscript{1089} Vulnerability to climate change may hasten declines or prevent recovery.\textsuperscript{1090} At the same time, increased conservation concern may be warranted for groups of birds, such as waterfowl and aerial insect-eating birds that are abundant now but that will be increasingly stressed as climate change impacts intensify.\textsuperscript{1091}

Observed Trends

Region-wide

Of the sixty-seven ocean birds assessed by NABCI, all have medium to high vulnerability to climate change; forty-three are at the highest level of vulnerability (Figure 25).\textsuperscript{1092} For example, Reed et al. (2009) studied breeding and development timing in the common guillemot (also known as the common murre) on southeast Farallon Island (about twenty-seven miles off the California coast), concluding:

- Egg laying date responded to environmental variability in non-extreme years, suggesting that guillemots were able to maintain high breeding success across most of the range of environmental conditions by adjusting laying dates in line with cues.\textsuperscript{1093}
- Breeding was earlier in years where SSTs were low and the Northern Oscillation Index (NOI, a large-scale atmospheric phenomenon) was positive.\textsuperscript{1094}
- Enhanced upwelling of cold, nutrient-rich water from depth in such years would have made the seas around Southeast Farallon Island more productive, which likely influenced the availability and/or timing of fish prey.\textsuperscript{1095}

Of the eighty-four coastal species assessed by the NABCI, the majority (74 of 84, or 88%) have medium or high vulnerability to climate change (Figure 26).\textsuperscript{1096} Many of the coastal species that show medium or high vulnerability to climate change are coastal seabirds such as the Aleutian Tern and Kittlitz’s Murrelet.\textsuperscript{1097} These species are vulnerable to climate change because they rely on marine food webs and because they have low reproductive potential.\textsuperscript{1098} Observed trends for coastal birds include:

- Kittlitz’s murrelet (\textit{Brachyramphus brevirostris}) has been reported to be experiencing an annual estimated decline of around eighteen percent, attributed primarily to climate change, although the

\textsuperscript{1089} NABCI. (2010, p. 4)
\textsuperscript{1090} NABCI. (2010, p. 4)
\textsuperscript{1091} NABCI. (2010, p. 6)
\textsuperscript{1092} Reed et al. Timing is everything: flexible phenology and shifting selection in a colonial seabird. (2009, p. 384)
\textsuperscript{1093} Reed et al. (2009, p. 384)
\textsuperscript{1094} Reed et al. (2009, p. 384)
\textsuperscript{1095} Reed et al. (2009, p. 384)
\textsuperscript{1096} NABCI. (2010, p. 8)
\textsuperscript{1097} NABCI. (2010, p. 8)
\textsuperscript{1098} NABCI. (2010, p. 8)
specific causes of its decline have not been determined.\textsuperscript{1099} Kittlitz’s murrelet feeds in waters around tidewater glaciers and is considered a critically endangered species as glaciers recede.\textsuperscript{1100}

- Recently published data confirms marbled murrelets (\textit{Brachyramphus marmoratus}) are susceptible to domoic acid poisoning.\textsuperscript{1101} During a \textit{Pseudo-nitzschia} bloom in California in 1998, domoic acid poisoning was documented as the cause of death of two of seventeen radio-tagged murrelets.\textsuperscript{1102} In addition, Peery et al. (2006b, p.83) showed murrelet survival was reduced in years with a \textit{Pseudo-nitzschia} bloom.\textsuperscript{1103} McShane et al (2004) acknowledged that biotoxins will affect murrelets in the near future.\textsuperscript{1104}

- Beach-nesting black oystercatchers are among the most vulnerable coastal birds because they rely heavily on limited, low-elevation coastal habitats.\textsuperscript{1105} Please see Chapter V Section 3 for further information on habitat loss, degradation, and conversion due to climate change.

- Black and western High Arctic brant of the Pacific Flyway are dependent on \textit{Zostera} (eelgrass), and are undergoing a shift in winter distribution that is likely related to climate change and its associated effects on \textit{Zostera} dynamics.\textsuperscript{1106} Between 1980 and 2000 and during a period of population stability for black brant, inventories showed a negative trend in numbers of black brant wintering in Mexico ($R^2=0.35$, $F_{2,510.59}=10.59$, $P<0.01$; Fig. 4a) and a positive trend in numbers in the United States and Canada ($R^2=0.69$, $F_{2,544.71}=44.71$, $P<0.01$; Fig. 4b).\textsuperscript{1107} Brant reductions in Mexico have largely occurred at the southern wintering sites where \textit{Z. marina} reaches the southern extent of its range in the northern hemisphere and air and sea surface temperatures already limit \textit{Z. marina} growth to low intertidal and subtidal areas.\textsuperscript{1108}

- Variation in breeding propensity of Black Brant associated with winter location and climate strongly suggests that food abundance on the wintering grounds directly affects reproductive performance in these geese.\textsuperscript{1109} In summer, salt marshes, especially those containing \textit{Carex} (sedges) and \textit{Puccinellia} (common saltmarsh grass), are key habitats for raising young.\textsuperscript{1110} Availability and abundance of salt marshes has a direct effect on growth and recruitment of goslings (young geese) and ultimately, plays an important role in regulating size of local brant populations.\textsuperscript{1111}

\textsuperscript{1099} Haufler, Mehl and Yeats. \textit{Climate change: anticipated effects on ecosystem services and potential actions by the Alaska Region, U.S. Forest Service.} (2010, p. 17)
\textsuperscript{1100} Haufler, Mehl and Yeats. (2010, p. 17)
\textsuperscript{1101} U.S. Fish and Wildlife Service. \textit{Marbled Murrelet (Brachyramphus marmoratus): 5-Year Review (Final).} (June 12, 2009, p. 38)
\textsuperscript{1102} U.S. Fish and Wildlife Service. (June 12, 2009, p. 38). The authors cite Peery et al. (2006b, p. 83-84) for this information.
\textsuperscript{1103} U.S. Fish and Wildlife Service. (June 12, 2009, p. 38)
\textsuperscript{1104} U.S. Fish and Wildlife Service. (June 12, 2009, p. 38)
\textsuperscript{1105} NABCI. (2010, p. 8)
\textsuperscript{1106} Ward et al. \textit{North American Brant: effects of changes in habitat and climate on population dynamics.} (2005, p. 869)
\textsuperscript{1107} Ward et al. (2005, p. 876). The authors refer the reader to Fig. 4a and 4b for black brant in Mexico and the U.S./Canada, respectively. The authors provide statistics for data in Mexico ($R^2=0.35$, $F_{2,10}=10.59$, $P<0.01$) and the U.S./Canada ($R^2=0.69$, $F_{2,44.71}=44.71$, $P<0.01$).
\textsuperscript{1108} Ward et al. (2005, p. 876). The authors refer the reader to Fig. 4a in the cited report and cite Meling-López & Ibarra-Obando (1999) and Cabello-Pasini et al. (2003) for this information.
\textsuperscript{1109} Ward et al. (2005, p. 869)
\textsuperscript{1110} Ward et al. (2005, p. 869)
\textsuperscript{1111} Ward et al. (2005, p. 869)
Future Projections

Region-wide

Ocean birds are slow to adapt or recover from adverse conditions and are vulnerable to climate change because of their low reproductive potential (advanced age of first breeding, production of one egg each year or every other year, and the high mortality rate for young birds). Many seabirds forage over vast areas of ocean and are highly sensitive to the availability of marine food. This sensitivity is especially pronounced during breeding, when providing food for chicks can place enormous physiological strain on the parents. In fact, reproductive failure of seabirds resulting from changes in marine productivity is a documented natural occurrence, such as when Pacific Coast seabird chicks starve during El Niño years (when sea surface temperatures are warmer than usual). If catastrophic events become more frequent, intense, or longer as a result of climate change, population recovery is less likely.

In the California Current region, significant ocean climate change is projected for the foraging range of Cassin’s auklet by 2100, including a large increase in SST (~3.6°F, ~2°C) year-round and an intensification of spring upwelling followed by an overall decrease in summer and winter upwelling (using a mid-level emissions scenario and well-validated regional climate model for the California Current region). Because breeding success of Farallon Island auklets covaries with population parameters of other important predators in the California Current Ecosystem (i.e. return rates of

---

1112 *NABCI. (2010, p. 6)
1113 *NABCI. (2010, p. 6)
1114 *NABCI. (2010, p. 6)
1115 *NABCI. (2010, p. 6)
1116 *NABCI. (2010, p. 6-7)
1117 *Wolf et al. Predicting population consequences of ocean climate change for an ecosystem sentinel, the seabird Cassin's auklet. (2010, p. 1930)
Sacramento River fall Chinook salmon), climate change-related impacts to auklet populations may be harbingers of effects on other plankton predators in this system.\footnote{1118} For example:

- The Cassin’s auklet population growth rate at one breeding site on Farallon Island is projected to experience an absolute decline of 11–45\% by the end of the century, which would lead to rapid population extirpation.\footnote{1119}

Warmer waters have apparently led to decreases in the abundance of fish in Prince William Sound, the Gulf of Alaska, and the California Current region, which is likely to reduce the abundance of fish-eating birds.\footnote{1120} In the future, seabirds such as Common Murres (also known as Common Guillemot) that time their breeding based on temperature cues may fail to raise any young if their chicks hatch at the wrong time, missing the window when food is abundant.\footnote{1121} Climate change may also cause prey to shift ranges, leading to declines in bird populations if the birds are unable to follow.\footnote{1122}

For coastal birds, losses of habitat and food sources due to climate change are the largest concerns.\footnote{1123} Some researchers suggest that, overall, sea level rise is expected to have minor impacts on waterfowl habitats along much of the Pacific Coast because of the abrupt topography of the coastline and continuing tectonic movements that counteract sea level rise.\footnote{1124} However, researchers have also noted the combined effects of habitat change on shorebird breeding areas and intertidal habitat loss at their wintering and migratory staging sites could, potentially, have even more severe effects than could be brought about by any one factor.\footnote{1125} Where landform or human development prevent the shoreward movement of coastal wetlands, the threat of loss is greater.\footnote{1126} Future projections for the marbled murrelet include:

- Within the marine environment, effects on the murrelet food supply (amount, distribution, quality) provide the most likely mechanism for climate change impacts to murrelets.\footnote{1127} The murrelet diet is not well studied, which hampers assessment of climate change effects related to prey, but effects on nutrient levels, and primary productivity are of concern, as are effects on prey abundances, quality, and distribution.\footnote{1128}
- While murrelets have likely adapted to occasional adverse ocean conditions, should strong El Niño events continue to be more frequent, the cumulative effects of repeated El Niño events in a short period with other threats “could contribute to serious population declines or extirpations”

\footnote{1118}{Wolf et al. (2010, p. 1931). The authors cite (Roth et al., 2007) for information on return rates of Sacramento River fall Chinook salmon.}
\footnote{1119}{Wolf et al. (2010, p. 1930)}
\footnote{1120}{NABCI. (2010, p. 7)}
\footnote{1121}{NABCI. (2010, p. 7)}
\footnote{1122}{NABCI. (2010, p. 7)}
\footnote{1123}{NABCI. (2010, p. 7)}
\footnote{1125}{Galbraith et al. (2005, p. 1121)}
\footnote{1126}{The Wildlife Society. (2004, p. 14). The authors cite Boesch et al. (2000) for this information.}
\footnote{1127}{U.S. Fish and Wildlife Service. (June 12, 2009, p. 42)}
\footnote{1128}{U.S. Fish and Wildlife Service. (June 12, 2009, p. 42)}
As noted in Chapter IV Section 2, it is not yet possible to say whether ENSO activity will be enhanced or damped, or if the frequency of events will change.\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 43). The authors cite USFWS (1997, p. 78-19) for the quoted information.} Given uncertainty about future variability in California Current ocean conditions (e.g., how increased upwelling and increased stratification will interact), positive changes (for murrelet food supply) appear rare in forecasts, with the possible exception of increased upwelling.\footnote{Collins et al. \textit{The impact of global warming on the tropical Pacific Ocean and El Nino}. (2010, p. 391)} While upwelling is generally associated with increased productivity, at some level increased winds and upwelling could negatively affect the coastal marine ecosystems, by reducing the concentration of marine organisms, through increased mixing and transport seaward of surface water and organisms (out of the murrelet’s near-shore environment).\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 44)}

- The negative impacts of increased acidity on plankton may cause negative impacts on many other species which are important food-sources for murrelet and their prey.\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 44). The authors cite Snyder et al. (2003, p. 4) for this information.}

For further information on projected changes to the quantity of tidal marsh, mudflat, and other habitat types important for sea and shorebirds in specific locations throughout the geographic extent of the NPLCC, please see Section 3 in Chapter 5.

\section*{Information Gaps}

Information is needed on impacts to sea and shorebirds in the NPLCC region, including information on the effects of climate change on feeding, breeding, migration, socialization, interspecies interactions, and other factors.

\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 43). The authors cite USFWS (1997, p. 78-19) for the quoted information.}
\footnote{Collins et al. \textit{The impact of global warming on the tropical Pacific Ocean and El Nino}. (2010, p. 391)}
\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 44)}
\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 44). The authors cite Snyder et al. (2003, p. 4) for this information.}
\footnote{U.S. Fish and Wildlife Service. (June 12, 2009, p. 45). The authors cite Ruckelshaus and McClure (2007, p. 55) for this information.}
2. PACIFIC LAMPREY (LAMPETRA TRIDENTATA)

Observed Trends

Gulf of Alaska LME

Information needed.

California Current Ecosystem

In recent decades, anadromous Pacific lampreys (Lampetra tridentata) along the west coast of North America, have experienced broad-based population declines and regional extirpations. These declines parallel those of Pacific salmonids (Oncorhynchus spp.), perhaps because the two groups share widely sympatric (i.e. occurring in the same or overlapping geographic areas) distributions and similar anadromous life histories. In light of these similarities, the Columbia River Inter-Tribal Fish Commission is conducting a preliminary assessment of climate change impacts on the estuarine habitat for salmon and lamprey as derived from “filtering” simulations of Columbia River flow scenarios.

Along the coasts of Oregon, southern Washington, and northern California, threats to lamprey are, overall, moderate to severe. Population decline over the last three generations (27 years) has been observed throughout the region:

- Up to seventy percent decline in two Puget Sound watersheds and the North Coast of Oregon, and
- A ten to thirty percent decline in some areas of coastal California, the Lower Columbia River region, and other areas of coastal Oregon.

Future Projections

Gulf of Alaska LME

Information needed.

California Current Ecosystem

Climate change may exacerbate many existing threats to lamprey, especially water flow, ocean conditions, water quality, disease, predation, and stream conditions.

Information Gaps

Research on Pacific lamprey marine life stages, including projected effects of climate change, is needed.

1136 Pers. Comm. with Laura Gephart. (June 2011). Contact information: (503) 238-0667, gepl@critfc.org
1137 *U.S. Fish and Wildlife Service. Pacific Lamprey (Lampara tridentata) Draft Assessment and Template for Conservation Measures. (2010, p. 42). This information is obtained from Figure 4-6b. Data for the Puget Sound region is not available. Data from California are incomplete.
1138 U.S. Fish and Wildlife Service. (2010, p. 41, 43, 46, 48, 55)
1139 *U.S. Fish and Wildlife Service. (2010, p. 23)
3. PACIFIC SALMON (ONCORHYNCHUS SPP.)

Pacific salmon have complex life histories that span diverse environments across the Pacific Rim.\(^{1140}\) Pacific salmon (\textit{Oncorhynchus} spp) are an important ecological and economic species complex in the North Pacific Ocean.\(^{1141}\) Their natural distribution extends from San Francisco Bay in California, northwards along the Canadian and Alaskan coasts to North American and Russian rivers draining into the Arctic Ocean, and southwards along the Asian coastal areas of Russia, Japan, and Korea.\(^{1142}\)

Pacific salmon spawn in fall in fresh water and their embryos incubate in the gravel during the winter and emerge in spring.\(^{1143}\) Juveniles then spend days to years in habitats ranging from small creeks to large rivers, and small ponds to large lakes.\(^{1144}\) Most juveniles then migrate downriver, through estuaries and coastal waters, to the ocean.\(^{1145}\) These “anadromous” individuals spend anywhere from a few months to as much as seven years at sea, before migrating back to spawn and die at their natal sites in fresh water.\(^{1146}\)

This great diversity of environments and behaviors suggests that climate change could influence selection on multiple traits in multiple phases of the life cycle. Changes in the ocean associated with warming will affect salmonids and their ecosystems, both directly and indirectly.\(^{1147}\) Physical changes associated with warming include: increases in ocean temperature, increased stratification of the water column, and changes in the intensity and timing of coastal upwelling.\(^{1148}\) These changes in climate forcing will alter both primary and secondary productivity and the structure of marine communities, and in turn, the growth, productivity, survival and migrations of salmonids.\(^{1149}\) Nearshore ecosystems also play critical roles for salmon and steelhead, many of which use coastal marshes for feeding and refuge as they transition from freshwater to the ocean.\(^{1150}\)

**Observed Trends**

**Region-wide**

At the scale of the Pacific Coast of North America, salmon production is strongly influenced by decadal-scale changes in the phase of the PDO.\(^{1151}\) For example, the PDO can change the timing and distribution of salmon predators such as Pacific mackerel, which are drawn to the region’s coastal waters by warmer sea surface temperatures.\(^{1152}\)


\(^{1141}\) *Irvine and Fukuwaka. Pacific salmon abundance trends and climate change. (2011, p. 1122)

\(^{1142}\) *Irvine and Fukuwaka. (2011, p. 1122). The authors cite Groot and Margolis (1991) for this information.

\(^{1143}\) *Crozier et al. (2008, p. 253)

\(^{1144}\) *Crozier et al. (2008, p. 253-254)

\(^{1145}\) *Crozier et al. (2008, p. 254)

\(^{1146}\) *Crozier et al. (2008, p. 254)

\(^{1147}\) *ISAB. (2007, p. 57)

\(^{1148}\) *ISAB. (2007, p. 57)

\(^{1149}\) *ISAB. (2007, p. 57)

\(^{1150}\) *Martin and Glick. A great wave rising: solutions for Columbia and Snake River salmon in the age of global warming. (2008, p. 15). The authors cite Bottom et al. (2005) for this information.

\(^{1151}\) *Hare, Mantua and Francis. Inverse production regimes: Alaska and West Coast Pacific Salmon. (1999, p. 7)

\(^{1152}\) *Martin and Glick. (2008). The authors cite Pearcy, W.G. (1992) for this information.
Pacific salmon production in Alaska is inversely related to that on the West Coast (i.e., Washington, Oregon, California) and is climate-driven.\textsuperscript{1153} The loadings on the British Columbia Pacific salmon catches suggest that those stocks occupy a transitional region, with Chinook and coho salmon of the same sign as the southern stocks and the three other species (sockeye, pink, chum) of the same sign, but in a smaller magnitude as do the Alaska stocks.\textsuperscript{1154} For example, in the Pacific Northwest, the cool PDO years of 1947-1976 coincided with high returns of Chinook and coho salmon to Oregon rivers.\textsuperscript{1155} Conversely, during the warm PDO cycle that followed (1977-1998), salmon numbers declined steadily.\textsuperscript{1156}

Irvine and Fukuwaka (2011) estimated Pacific salmon abundance in the eastern North Pacific during five time periods:

- **1925-1946 and 1947-1976**: Mean catches declined between 1925-1946 and 1947-1976 for pink, chum, and sockeye salmon.\textsuperscript{1157}
- **1977-1988**: Sockeye, pink, and coho salmon abundances increased; mean abundances for these species, as well as chum salmon, were higher in this period than in 1947-1976.\textsuperscript{1158}
- **1989-1998**: Chum and pink salmon were more abundant in 1989-1998 than in 1977-1988.\textsuperscript{1159} Chum salmon abundances increased, whereas sockeye and coho decreased.\textsuperscript{1160}
- **1999-2009**: Chinook salmon were less abundant than in earlier years and abundances declined. In general, differences during this time period were inconsistent.\textsuperscript{1161}

**Gulf of Alaska LME**

*Information needed.*

**California Current Ecosystem**

In the Pacific Northwest, salmonid species use the nearshore marine and estuarine environment throughout their life cycle (Table 21 and Figure 27).\textsuperscript{1162} There is evidence that the growth rate of Chinook salmon in Washington, Oregon, and California is influenced by the environment, and that the relationship is region- and life-history specific.\textsuperscript{1163}

- Growth of Puget Sound (WA) salmon with ocean-type behavior was negatively related to a stronger California Current.\textsuperscript{1164} Specifically, ocean-type Puget Sound fish were negatively related to the Northern Oscillation Index and upwelling.\textsuperscript{1165}

\begin{itemize}
  \item *Hare, Mantua and Francis. (1999, p. 7)
  \item *Hare, Mantua and Francis. (1999, p. 10)
  \item *Peterson et al. Ocean conditions and salmon survival in the northern California Current. (2006, p. 3). The authors cite Mantua et al. (1997) for this information.
  \item *Peterson et al. (2006, p. 3). The authors cite Mantua et al. (1997) for this information.
  \item *Irvine and Fukuwaka. (2011, p. 1126-1127)
  \item *Irvine and Fukuwaka. (2011, p. 1127)
  \item *Irvine and Fukuwaka. (2011, p. 1127)
  \item *Irvine and Fukuwaka. (2011, p. 1127)
  \item *Irvine and Fukuwaka. (2011, p. 1127)
  \item *Glick, Clough and Nunley. (2007, p. 13)
  \item *Wells et al. Relationships between oceanic conditions and growth of Chinook salmon (Oncorhynchus tshawytscha) from California, Washington, and Alaska, USA. (2008, p. 120)
  \item *Wells et al. (2008, p. 121)
  \item *Wells et al. (2008, p. 121)
\end{itemize}
On the other hand, a strong, productive California Current promoted growth among California Chinook salmon. Specifically, growth of California Chinook was enhanced by cool temperatures, increased upwelling, a stronger North Pacific high pressure system, and reduced sea level height.

In Oregon, cooler sea surface temperature during the winter prior to smolt migration contributes to higher survival of coho salmon. The mechanism for this link is suggested by correlations between ocean and atmospheric variables: relatively weak downwelling (poleward) winds in the winter, due to a weaker Aleutian Low, result in less onshore transport of warm oceanic water, and reduced upper ocean stratification the following spring. Cooler sea surface temperature during the winter following smolt migration also contribute to high coho survival. The mechanism may involve either improved feeding conditions or reduced predation.

A later transition between winter downwelling and spring upwelling season appears to contribute to relatively poor coho survival in Oregon, perhaps due to a temporal mismatch between arrival of smolts to the sea and seasonal increases in ocean food production in the nearshore upwelling habitat.

Lower spring sea level anomalies (below a threshold of around -100 mm) are correlated with higher coho survival in Oregon. The processes responsible for the anomalies are expected to result in enhanced feeding conditions due to the transport of nutrients from depth to the euphotic zone, and/or the equatorward transport of nutrients and boreal copepod species from subarctic waters.

In 2009, the decline of sockeye salmon stocks in the Fraser River in British Columbia led to the closure of the fishery for the third consecutive year, despite favorable pre-season estimates of the number of sockeye salmon expected to return to the river. The 2009 return marked a steady decline that could be traced back two decades. Although the two-decade decline in Fraser sockeye stocks has been steady and profound, in 2010 Fraser sockeye experienced an extraordinary rebound, demonstrating their capacity to produce at historic levels. A qualitative assessment of the likelihood that life-stage-specific survival of Fraser River sockeye salmon has been undergoing a trend in the past 20 years due to the recent trends in climate, particularly in temperature, concluded for the marine environment:

Survival of immatures in the ocean has possibly decreased; and,

---

1166 *Wells et al. (2008, p. 101)
1167 *Wells et al. (2008, p. 122)
1168 *Logerwell et al. Tracking environmental processes in the coastal zone for understanding and predicting Oregon coho (Oncorhynchus kisutch) marine survival. (2003, p. 564)
1169 *Logerwell et al. (2003, p. 564-565)
1170 *Logerwell et al. (2003, p. 565)
1171 *Logerwell et al. (2003, p. 565)
1172 *Logerwell et al. (2003, p. 565)
1173 *Logerwell et al. (2003, p. 565)
1174 *Logerwell et al. (2003, p. 565). The authors cite Chelton et al. (1982), Chelton and Davis (1982), Simpson (1984), and Huyer and Smith (1985) for this information.
1175 *Hinch and Martins. A review of potential climate change effects on survival of Fraser River sockeye salmon and an analysis of interannual trends in en route loss and pre-spawn mortality. (2011, Preface)
1176 *Hinch and Martins. (2011, Preface)
1177 *Hinch and Martins. (2011, Preface)
1178 *Hinch and Martins. (2011, p. 2)
Survival of returning adults has very likely decreased (but not in all stocks). A number of studies have identified the loss of wetlands in the lower Columbia River estuary due to reduced freshwater flows, diking, and other problems as limiting factors in recovery of Columbia and Snake River Basin salmon. As described in Chapter 5 Section 3 (Habitat loss, degradation, and conversion), Ducks Unlimited project a two percent loss of low tidal areas, nineteen percent loss of saltmarsh, eleven percent loss of freshwater tidal areas, and a 160% gain in transitional areas. The Lower Columbia River may be resilient to climate-induced changes to habitat because losses to low tidal, saltmarsh, and freshwater tidal habitats are minimized, while gains in transitional areas are substantial (Figure 19).

Future Projections

Region-wide

If the regional impacts of global warming are expressed in El Niño-like or PDO-like ways, warmer waters due to global warming are likely to promote increased production of salmon in Alaskan waters, at least initially, provided primary and secondary production does not decline, while promoting decreased salmon production for salmon populations in the Pacific Northwest region (and throughout the California Current System). A key uncertainty here is how global warming will influence the characteristics of atmospheric surface pressure and wind fields over the North Pacific because of the prominent role that wind forcing plays in structuring the upper ocean.

Gulf of Alaska LME

Under a doubling of CO$_2$, models predict that Pacific salmon would experience a range decline as they move northward into the Bering Sea and the Arctic. Many habitats used by juvenile coho salmon in the lower Taku River, Alaska would likely be inundated with a modest (3 ft, 0.9 m) increase in sea level. Rising sea levels will flood low elevation habitats converting freshwater habitats into brackish or saline environments. Habitats above the immediate effects of flooding will become intertidal and subject to periodic tidal flooding and pulses of saline water and will no longer provide viable freshwater habitat for juvenile Coho salmon. Predicted effects of climate change on pink salmon growth in the Gulf of Alaska are that a ten percent increase in water temperature will lead to a three percent drop in mature salmon body weight (physiological effect) and a ten percent decrease in pteropod production will lead to a twenty percent drop in mature salmon body weight (prey limitation).

---

*Hinch and Martins. (2011, p. 3)

*Martin and Glick. (2008). The authors cite Fresh et al. (2005) for this information.

DU. (2010b)

DU. (2010b)

*ISAB. (2007, p. 64)

*ISAB. (2007, p. 64)

*Living Oceans Society (2009), Climate and Oceans Think Tank – Proceedings, Day 1.

*Kelly et al. (2007, p. 58). The authors cite Murphy et al. (1989) for this information.

*Kelly et al. (2007, p. 59)

*Kelly et al. (2007, p. 59)

*Sigler et al. (2008, p. 7). The authors cite Aydin et al. (2005) for this information.
California Current Ecosystem

Recent analyses of the potential effects of future climate change on Fraser River (BC) sockeye salmon all point to reduced survival and lower productivity if the climate continues to warm.\textsuperscript{1190} Although there is some potential for tolerance to warm temperatures to evolve in Pacific salmon, further evolutionary change may already be restricted in populations that have historically experienced high temperatures, such as summer-run Fraser River sockeye salmon.\textsuperscript{1191} Phenological (i.e. timing of events such as seaward migration and return migration) changes are likely to be one of the major responses of Pacific salmon to climate change.\textsuperscript{1192}

Most climate models project the 21\textsuperscript{st} century will feature greater annual precipitation in the Pacific Northwest, extreme winter precipitation events in California, and a more rapid spring melt leading to a shorter, more intense spring period of river flow and freshwater discharge.\textsuperscript{1193} This will greatly alter coastal stratification and mixing, riverine plume formation and evolution, and the timing of transport of anadromous populations to and from the ocean.\textsuperscript{1194} Likely impacts of climate change on Pacific salmon such as the salmon that use the Columbia, Klamath, and Sacramento River systems include the following:

- Altered stream flow and warmer temperatures will reduce the available habitat, life history diversity, and freshwater survival rates for juvenile salmon;
- Altered air temperatures will increase heating of mainstem reservoirs and affect juvenile and adult salmon survival and passage timing through sections of regulated rivers such as the Columbia, Klamath, and Sacramento; and,
- Changes in coastal ocean habitat quality due to changes in productivity and seasonal cycles of production, and food chain bioenergetics.\textsuperscript{1195}

With less productive coastal waters and modifications in timing of ocean entry, early ocean survival rates for Columbia River salmon will likely decline, and as observed in past periods of poor ocean conditions, declines in adult return rates may be exacerbated by large releases of hatchery fish.\textsuperscript{1196}

Scientists believe that historical loss of nearshore marine and estuary habitats regionwide has already contributed to the decline in salmon populations.\textsuperscript{1197} In the Puget Sound, the general picture of climate change – increased winter flooding and decreased summer and fall stream flows, along with elevated warm season stream and estuary temperatures – would be especially problematic for instream and estuarine habitat for salmon.\textsuperscript{1198} Juvenile chum and fall Chinook salmon, considered to be the most estuary-dependent species, are at special risk:

\textsuperscript{1190} *Hinch and Martins. (2011, p. 3)  
\textsuperscript{1191} *Hinch and Martins. (2011, p. 3)  
\textsuperscript{1192} *Hinch and Martins. (2011, p. 3)  
\textsuperscript{1193} *Peterson, W. & Schwing, F. (2008, p. 50). The authors refer the reader to Figure 3 in the cited report.  
\textsuperscript{1194} *Peterson, W. & Schwing, F. (2008, p. 50)  
\textsuperscript{1195} *Peterson, W. & Schwing, F. (2008, p. 50)  
\textsuperscript{1196} *ISAB. (2007, p. 72). The authors cite Levin et al. (2001) for this information.  
\textsuperscript{1197} *Martin and Glick. (2008, p. 15). The authors cite William and Thom (2001) for this information.  
\textsuperscript{1198} *Snover et al. (2005, p. 30)
A recent analysis in the Skagit Delta of Puget Sound estimates that the rearing capacity in marshes for threatened juvenile Chinook salmon would decline by 211,000 and 530,000 fish, respectively, for an 18- and 32-inch (0.45 m and 0.81 m) sea level rise.\(^{1199}\)

In conclusion, it is unknown whether the predicted rapid rate of change of new selective forces induced by climate change on salmonids will allow natural selection to produce evolutionary responses that will ameliorate impacts and retain the viability of populations.\(^{1200}\) Such changes have occurred: for example, in less than a century, ocean-type Chinook introduced to New Zealand colonized rivers and evolved significant differences in heritable traits.\(^{1201}\) The advanced spawning times of hatchery reared salmon is another example of evolutionary change, in this case from artificial selection.\(^{1202}\) In any event, the future will depend on adequate freshwater spawning and rearing habitats, the chain of habitats in the life histories of anadromous salmonids, and maintenance of populations with diverse life histories and phenotypic and genetic variability to provide resilience to future changes.\(^{1203}\)

**Information Gaps**

Information is needed on observed trends particular to the Gulf of Alaska LME. Information is also needed on future projections throughout the NPLCC region. For example, information is needed to understand the genetic adaptation and phenotypic plasticity of salmonids in response to climate change, and the consequences for abundance, distribution, and survival.

<table>
<thead>
<tr>
<th>Table 21. Nearshore marine and estuarine habitat use by salmonid species in Pacific Northwest.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Species</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Chinook Salmon</td>
</tr>
<tr>
<td>Chum Salmon</td>
</tr>
<tr>
<td>Coho Salmon</td>
</tr>
<tr>
<td>Sockeye Salmon</td>
</tr>
<tr>
<td>Pink Salmon</td>
</tr>
<tr>
<td>Cutthroat Trout</td>
</tr>
<tr>
<td>Steelhead</td>
</tr>
<tr>
<td>Bull Trout</td>
</tr>
</tbody>
</table>


*Note: Table reproduced from Glick et al. (2007), Table 3, p. 13 by authors of this report.*


\(^{1200}\) ISAB. (2007, p. 72)

\(^{1201}\) ISAB. (2007, p. 72). The authors cite Quinn et al. (2001) and Quinn (2005) for this information.

\(^{1202}\) ISAB. (2007, p. 72)

\(^{1203}\) ISAB. (2007, p. 72)
Figure 27. Climate change effects on the salmon life cycle. Reproduced with permission from Nathan Mantua.
4. SHELLFISH

Observed Trends

Global

Kroeker et al. (2010) conducted a meta-analysis of the biological effects of ocean acidification on marine organisms. Calcification was the most sensitive process, and their analyses suggest calcifying organisms are more susceptible to ocean acidification across other response variables.1204 This pattern was also highlighted in the differences in taxonomic groups, where survival and growth were negatively affected across most calcifiers.1205 With the exception of crustaceans, these results suggest the effects of ocean acidification will be negative for most calcifying organisms, but that variation in life history characteristics will prove some organisms more resilient than others.1206 Specific findings include:

- Calcifying organisms generally exhibited larger negative responses than noncalcifying organisms across numerous response variables, with the exception of crustaceans, which calcify but were not negatively affected.1207
  - Ocean acidification had significant negative mean effects on calcification in corals, and similar magnitude but non-significant negative mean effects on calcifying algae, coccolithophores and molluscs.1208
  - Ocean acidification had a significant positive mean effect on calcification on crustaceans, and a non-significant positive effect on calcification on echinoderms.1209
- The mean effect of ocean acidification on calcification varied amongst organisms with different mineral forms of calcium carbonate (CaCO$_3$).1210
  - Organisms using aragonite and low-magnesium (low-Mg) calcite were negatively affected by ocean acidification, whereas organisms utilizing high-magnesium (high-Mg) calcite were not significantly affected.1211
  - These results are in contrast to the hypothesis that organisms utilizing high-Mg calcite will be more sensitive to ocean acidification because both crustaceans and coralline algae (which made up most of the calcifying algae category) utilize high-Mg calcite for calcified structures.1212 This hypothesis, based on the solubility of the pure mineral forms in seawater, may fail to predict the sensitivity of marine organisms to ocean acidification because it does not account for biogenic calcification processes.1213

1204 *Kroeker et al. (2010, p. 1427)
1205 *Kroeker et al. (2010, p. 1427)
1206 *Kroeker et al. (2010, p. 1427)
1207 *Kroeker et al. (2010, p. 1419)
1208 *Kroeker et al. (2010, p. 1424)
1209 *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 3 in the cited report.
1210 *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 5 in the cited report and provide statistics for this result: $Q_M = 9.91$, d.f. = 2, $P = 0.05$.
1211 *Kroeker et al. (2010, p. 1424)
1212 *Kroeker et al. (2010, p. 1428-1429)
1213 *Kroeker et al. (2010, p. 1429). The authors cite Pörtner (2008) for this information.
• The effect of ocean acidification on calcification did not differ significantly amongst taxonomic groups.\textsuperscript{1214}

Ries, Cohen, and McCorkle (2009) conducted sixty-day laboratory experiments in which they investigated the effects of CO\textsubscript{2}-induced ocean acidification on calcification in eighteen benthic marine organisms.\textsuperscript{1215} They observed variable responses among benthic marine species to acidified conditions:

• Ten of eighteen benthic marine species exhibited reduced rates of net calcification and, in some cases, net dissolution under elevated $p$CO\textsubscript{2} (partial pressure of carbon dioxide. At the air-sea interface, $p$CO\textsubscript{2} values indicate whether CO\textsubscript{2} will be absorbed by the ocean or emitted to the air).\textsuperscript{1216}

• However, in seven species, net calcification increased under the intermediate and/or highest levels of $p$CO\textsubscript{2} and one species showed no response at all.\textsuperscript{1217}

• A combination of factors, including the organisms’ ability to regulate pH at the site of calcification, the extent of organic-layer coverage of their external shell, their biomineral solubility, and whether they utilize photosynthesis, may contribute to the disparity of these response patterns.\textsuperscript{1218}

**Gulf of Alaska LME**

*Information needed.*

**California Current Ecosystem**

Some oyster hatcheries in the Pacific Northwest region have experienced mass mortalities of oyster larvae in association with a combination of circumstances including unusually saline surface waters and the upwelling of cold, CO\textsubscript{2}- and nutrient-rich waters, which contained high concentrations of the pathogenic bacteria, *Vibrio tubioashii*, and would also have low pH and aragonite saturation values.\textsuperscript{1219} In Puget Sound, as may be the case for other coastal embayments and estuaries of the Pacific Northwest and elsewhere, the impacts of lowered seawater pH and hypoxia may have a synergistic or compounding impact on organisms.\textsuperscript{1220}

During central Oregon’s severe hypoxic event in summer 2002, significant mortality of Dungeness crab was observed.\textsuperscript{1221} Rates of crab mortality varied by location, from less than twenty-five percent loss in most pots within two of four regions and greater than seventy-six percent loss in most pots in another

\textsuperscript{1214} *Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 3 in the cited report and provide statistics for this result: $Q_M = 16.24$, d.f. = 5, $P = 0.1$.\textsuperscript{1215} *Ries, Cohen and McCorkle. *Marine calcifiers exhibit mixed responses to CO\textsubscript{2}-induced ocean acidification.* (2009, p. 1132)\textsuperscript{1216} *Ries, Cohen and McCorkle. (2009, p. 1132)\textsuperscript{1217} *Ries, Cohen and McCorkle. (2009, p. 1132)\textsuperscript{1218} *Ries, Cohen and McCorkle. (2009, p. 1132)\textsuperscript{1219} *Feely et al. *The combined effects of ocean acidification, mixing, and respiration on pH and carbonate saturation in an urbanized estuary.* (2010, p. 447). The authors cite Elston et al. (2008) for information on the pathogenic bacteria, and Feely et al. (2008) for the information on low pH and aragonite saturation.\textsuperscript{1220} *Feely et al. (2010, p. 447).\textsuperscript{1221} *Grantham et al. (2004, p. 750)
region. During Oregon’s anoxic event in 2006, surveys revealed the complete absence of all fish from rocky reefs that normally serve as habitats for diverse rockfish communities that are of current fishery management concern. Near-complete mortality of macroscopic benthic invertebrates was also observed.

Recent abundance observations have not indicated any significant decrease in CCS pteropod population size, whereas the Pacific oyster *Crassostrea gigas* exhibited recruitment failure during four consecutive years (2005–2008). *C. gigas* has an aragonitic larval stage, making it exceptionally vulnerable to decreasing aragonite saturation states.

Rogers-Bennett et al. (2010) examined the impacts of warm water, starvation, and disease on reproduction in red abalone (*Haliotis Rufescens*; a harvested species). Wild abalone were gathered from sites in northern and southern California and subjected to a series of laboratory experiments. Rogers-Bennett et al. concluded both male and female red abalone responded negatively to warm water, starvation, and disease stressors, with declines in sperm formation among males and declines in egg production and quantity among females:

- At temperatures above 60.8°F (16°C) lasting for one year, total reproductive failure was observed in males irrespective of food treatment.
- Females exposed to 64.4°F (18°C) water for six months had diminished egg quantity, while those exposed to starvation did not produce any mature eggs.

**Future Projections**

**Gulf of Alaska LME**

*Information needed.*

**California Current Ecosystem**

Secondary producers in the California Current System (CCS) can be affected both directly as a result of a change in seawater chemistry, and also indirectly by changes in food quality, prey disappearance, and altered timing of phytoplankton blooms. Limited experiments available today suggest that the aragonite-shelled pteropods, foraminifera, and planktonic life stages of bivalves and echinoderms are affected directly by ocean acidification as they experience either rapid shell dissolution and reduced

---

1222 Grantham et al. (2004, p. 750). Figure 1b displays crab mortality rates within four regions of the hypoxic zone. For example, in the region shown at top, crab mortality in most pots was recorded as one to twenty-five percent.

1223 *Chan et al. (2008, p. 920)

1224 *Chan et al. (2008, p. 920)

1225 *Hauri et al. (2009, p. 68). The authors cite Ohman and Lavaniegos (2008) for this information.

1226 *Hauri et al. (2009, p. 68). The authors cite Elston et al. (2008) for this information.

1227 *Hauri et al. (2009, p. 68). The authors cite Elston et al. (2008) for this information.

1228 *Rogers-Bennett et al. Response of red abalone production to warm water, starvation, and disease stressors: implications of ocean warming. (2010, p. 599)

1229 Rogers-Bennett et al. (2010)

1230 Rogers-Bennett et al. (2010)

1231 *Rogers-Bennett et al. (2010, p. 599)

1232 *Rogers-Bennett et al. (2010, p. 599)

1233 *Hauri et al. (2009, p. 67)
calcification ability or larvae develop with a temporal delay, build abnormal asymmetry, and often die before metamorphosis in aragonite undersaturated waters. However, one study points out that such negative responses are species specific, so that the primary effect in a future, more acidic ocean is likely to be a shift in species composition rather than the complete disappearance of an entire class of organisms. The recent meta-analysis by Kroeker et al. (2010), described previously, provides further insight on these topics.

Benthic organisms appear to be among those that will be most affected by the continuing acidification of the California Current System. Benthic organisms will be exposed to the lowest pH and aragonite saturation states in the nearshore, shallow areas, and many of them appear to be sensitive to ocean acidification. Moreover, their ability to migrate is limited. However, given limited understanding, this conclusion should be viewed as a preliminary assessment rather than a final conclusion. More accurate projections require special consideration of the integrated effects of ocean acidification, ocean warming, decreasing oxygen levels, and other processes that are expected with global change.

**Information Gaps**

Information is needed on the Gulf of Alaska LME, both observed trends and future projections. For the California Current Ecosystem, additional experiments and quantitative future projections are needed. Kroeker et al. (2010) note the resilience of crustaceans and coralline algae requires further experimentation to understand the mechanisms for their responses.
5. EELGRASS

Eelgrass is a flowering plant adapted to the marine environment that roots in sand or mud in shallow waters typically less than ten meters deep where waves and currents are not too severe.\(^{1242}\) It is critical spawning and fertilization ground for Pacific herring eggs in southern British Columbia waters, which in turn is central to the marine food web, contributing thirty to seventy percent to the summer diets of Chinook salmon, Pacific cod, lingcod, and harbor seals in the area.\(^{1243}\) A report from the Puget Sound provides additional detail on the role of eelgrass in the nearshore ecosystem: in greater Puget Sound, *Z. marina* also provides spawning grounds for Pacific herring (*Clupea harengus pallasi*), out-migrating corridors for juvenile salmon (*Oncorhynchus* spp.), and important feeding and foraging habitats for waterbirds such as the black brant (*Branta bernicla*) and great blue heron (*Ardea herodias*).\(^{1244}\) Similarly, forty-two species of fish (mostly juvenile and including chum salmon and Pacific herring), as well as juvenile shrimp, hermit crabs, and juvenile Dungeness crabs, were found during nearshore habitat sampling in the City and Borough of Juneau, Alaska from 2004 to 2007.\(^{1245}\)

**Observed Trends**

_Gulf of Alaska LME_

*Information needed.*

_California Current Ecosystem_

At several sites in Willapa and Coos Bay (located in Washington and Oregon, respectively), Thom et al. (2003) observed plant density of eelgrass was positively correlated with summer estuarine salinity and inversely correlated with water temperature gradients in the estuaries from 1998 to 2001.\(^{1246}\) Warmer periods can cause drying that concentrates mineral salts to levels that are stressful or toxic.\(^{1247}\) Warmer winters and cooler summers associated with the transition from El Niño to La Niña ocean conditions during the study period corresponded with a substantial increase in eelgrass abundance and flowering in Willapa Bay, and less so in Coos Bay.\(^{1248}\) The results suggest profound effects of climate variation on the abundance and flowering of eelgrass in Pacific Northwest coastal estuaries.\(^{1249}\)

Non-native and invasive exotic plants, such as cordgrass *Spartina* spp, the brown algae *Sargassum muticum*, or the Japanese eelgrass *Zostera japonica* crowd and displace native plants.\(^{1250}\) However, in

---


\(^{1243}\) *Wright. Eelgrass conservation for the B.C. coast: a discussion paper. (2002, p. 3)*


\(^{1245}\) *Harris et al. Eelgrass habitat and faunal assemblages in the City and Borough of Juneau, Alaska. (2008, p. iii)*


\(^{1247}\) *Thom et al. The influence of climate variation and change on structure and processes in nearshore vegetated communities of Puget Sound and other northwest estuaries. (2001)*

\(^{1248}\) *Thom et al. (2003, p. 1117)*

\(^{1249}\) *Thom et al. (2003, p. 1117)*

\(^{1250}\) *PSWQAT. (2001, p. 2)*
most cases in the Pacific Northwest region, there is little opportunity for direct competition between the two *Zostera* species because they occupy different niches in the intertidal zone. Where they do overlap, neither species is clearly competitively dominant, since biomass and density of both species are reduced in the presence of the other.

**Future Projections**

**Gulf of Alaska LME**

*Information needed.*

**California Current Ecosystem**

Previous short term studies demonstrated that carbon enrichment can sustain eelgrass growth under light limitation. Eelgrass has been projected to possibly benefit from acidification – in this case due to an enhancement of photosynthesis from an increased abundance of dissolved carbon dioxide. However, these benefits may be ultimately offset by water quality decline, and may have an upper threshold. Increased water temperature in rivers, for example, can harm or kill eelgrass close to the river mouth. In the Pacific Northwest, eelgrass variation may be related to sea level and temperature changes such that a decline under warmer, dryer conditions would be expected.

Kroeker et al. (2010) suggest another rationale for observed differences in seagrass response to ocean acidification and light: species-specific differences in response to ocean acidification may be more pronounced within certain taxonomic groups, and are likely responsible for the inability to detect strong effects of ocean acidification in photosynthesis in seagrasses (e.g., eelgrass). Some species of seagrass significantly increase photosynthesis under reduced pH, whereas other species are relatively immune to the changes due to differences in their carbon-concentrating mechanisms.

Palacios and Zimmerman (2007) show that long-term CO₂ enrichment derived from the flue gas of an electric power plant enhances the performance of eelgrass growing under natural light conditions over a year, resulting in significantly higher reproductive output, below-ground biomass and vegetative proliferation of new shoots. Three concentrations of carbon dioxide in solution [CO₂(aq)] were used, representing current values (16 μM CO₂(aq), pH 8.1) and three scenarios of higher concentration: pH 7.75
in 2100 (36 μM CO$_2$(aq)), pH 7.5 in 2200 (85 μM CO$_2$(aq)), and pH 6.2 (1123 μM CO$_2$(aq)), which triples the light-saturated photosynthesis rate of eelgrass.\textsuperscript{1261} Their findings include:

- **Shoot size and biomass accumulation:** Shoots growing at 36 μM CO$_2$(aq) were 25% larger than those in the unenriched treatment [16 μM CO$_2$(aq)], at 85 μM CO$_2$(aq) shoots were 50% larger than those in the unenriched treatment and at 1123 μM CO$_2$(aq) shoots were almost twice as large as those in the unenriched treatment.\textsuperscript{1262}

- **Flowering shoot production:** The proliferation of flowering shoots responded positively to CO$_2$(aq) enrichment in the light-replete treatments.\textsuperscript{1263} Flowering shoots appeared earlier in the year and matured more quickly in proportion to [CO$_2$(aq)].\textsuperscript{1264} At 1123 μM CO$_2$(aq) in May 2001, 22% of the shoots differentiated into flowers, more than twice the flowering output of the other treatments at this light level.\textsuperscript{1265}

- **Vegetative shoot abundance:** Shoot abundance was stable in the 16, 36, and 85 μM CO$_2$(aq) treatments under light-replete conditions through summer 2001.\textsuperscript{1266} Abundance in the 1123 μM treatment dropped in late spring as flowering shoots matured and then died.\textsuperscript{1267} However, the shoot population of this highest CO$_2$(aq) treatment recovered subsequently through late spring and summer as a result of vegetative proliferation.\textsuperscript{1268} Shoot numbers declined in all treatments in winter.\textsuperscript{1269}

**Information Gaps**

Information is needed on studies testing eelgrass under various environmental conditions in the NPLCC region to determine its potential reaction to the changing climate, including studies of interspecies interaction with other native and nonnative plant species. Information is also needed on observed trends in the Gulf of Alaska LME.

\textsuperscript{1261} *Palacios and Zimmerman. (2007, p. 6). The authors cite Zimmerman et al. (1997) for the photosynthetic rate.

\textsuperscript{1262} *Palacios and Zimmerman. (2007, p. 6). The authors refer the reader to Fig. 4a in the cited report.

\textsuperscript{1263} *Palacios and Zimmerman. (2007, p. 8). The authors refer the reader to Table 3 and Fig. 7a in the cited report.

\textsuperscript{1264} *Palacios and Zimmerman. (2007, p. 8).

\textsuperscript{1265} *Palacios and Zimmerman. (2007, p. 8). The authors refer the reader to Fig. 8 in the cited report.

\textsuperscript{1266} *Palacios and Zimmerman. (2007, p. 8). The authors refer the reader to Fig. 9a in the cited report.

\textsuperscript{1267} *Palacios and Zimmerman. (2007, p. 8)

\textsuperscript{1268} *Palacios and Zimmerman. (2007, p. 8)

\textsuperscript{1269} *Palacios and Zimmerman. (2007, p. 8)
6. PLANKTON

Despite their microscopic size, marine phytoplankton are responsible for about half of the global primary production and represent the basis of the marine food web.\footnote{Rost, Zondervan and Wolf-Gladrow. \textit{Sensitivity of phytoplankton to future changes in ocean carbonate chemistry: current knowledge, contradictions and research directions.} (2008, p. 227)} This diverse group of organisms drives important biogeochemical cycles, exporting massive amounts of carbon to deep waters and sediments, and strongly influencing ocean-atmosphere gas exchanges.\footnote{Rost, Zondervan and Wolf-Gladrow (2008, p. 227)} The distribution and abundance of phytoplankton communities throughout the world, as well as their phenology and productivity, are changing in response to warming, acidifying, and stratifying oceans.\footnote{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Doney et al. (2009) and Polovina et al. (2008) for this information.} The annual primary production of the world’s oceans has decreased by at least six percent since the early 1980s (no end date provided), with nearly seventy percent of this decline occurring at higher latitudes and with large relative decreases occurring within Pacific and Indian ocean gyres.\footnote{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Gregg et al. (2003) for information about higher latitudes and Polovina et al. (2008) for information about the Pacific and Indian oceans.} Overall, changes in the primary production of the oceans have profound implications for the marine biosphere, carbon sinks, and biogeochemistry of Earth.\footnote{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Falkowski et al. (2000) for this information.} In the case of phytoplankton, these factors include nutrients and iron availability, temperature, light, and predation, and other factors.\footnote{Hauri et al. (2009, p. 66-67). The authors cite Hare et al. (2007) and Tortell et al. (1997, 2008) for this information.} Essential fatty acids are produced exclusively by marine phytoplankton and transferred up the food chain to fish through their zooplankton prey.\footnote{Sigler et al. (2008, p. 12)} Some of these lower trophic members such as coccolithophores, foraminifera, and pteropods may be particularly vulnerable to ocean acidification as calcium carbonate forms their biological structure.\footnote{Sigler et al. (2008, p. 12)} Changes in the production rates and community composition of phytoplankton and zooplankton could lead to changes in the fatty acid composition of prey that might not contain the essential fatty acids needed for optimal growth and survival of larval and juvenile fishes.\footnote{Sigler et al. (2008, p. 12)}

\textit{Plankton} are microscopic aquatic organisms that drift or swim weakly. \textit{Phytoplankton} are the basis of the entire marine food web and are the dominant plants in the sea. These single-celled organisms are the principle agents of photosynthetic carbon fixation in the ocean. \textit{Zooplankton} are the animal forms of plankton. They consume phytoplankton or other zooplankton.\footnote{Parry et al. (2007); Rost, Zondervan, & Wolf-Gladrow. (2008)}

\[ * \text{Rost, Zondervan and Wolf-Gladrow. \textit{Sensitivity of phytoplankton to future changes in ocean carbonate chemistry: current knowledge, contradictions and research directions.} (2008, p. 227)} \]
\[ * \text{Rost, Zondervan and Wolf-Gladrow (2008, p. 227)} \]
\[ * \text{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Doney et al. (2009) and Polovina et al. (2008) for this information.} \]
\[ * \text{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Gregg et al. (2003) for information about higher latitudes and Polovina et al. (2008) for information about the Pacific and Indian oceans.} \]
\[ * \text{Hoegh-Guldberg and Bruno. (2010, p. 1525). The authors cite Falkowski et al. (2000) for this information.} \]
\[ * \text{Hauri et al. (2009, p. 66-67). The authors cite Hare et al. (2007) and Tortell et al. (1997, 2008) for this information.} \]
\[ * \text{Sigler et al. (2008, p. 12)} \]
\[ * \text{Sigler et al. (2008, p. 12)} \]
\[ * \text{Sigler et al. (2008, p. 12)} \]
Observed Trends

Global

Declining ocean pH also affects plankton, particularly those with calcium carbonate shells.\textsuperscript{1279} These changes are likely to be important to the food web, but in ways scientists cannot entirely predict.\textsuperscript{1280} Meta-analysis of 251 unique experiments on the biological response of marine organisms revealed that ocean acidification had a significant negative effect on survival, calcification, growth, and reproduction, but no significant effect on photosynthesis.\textsuperscript{1281} The negative effect of ocean acidification was most pronounced for calcification and survival.\textsuperscript{1282} There was significant heterogeneity in the calcification and growth responses, but not for the other response variables.\textsuperscript{1283} The results of this study are addressed in further detail in other sections of this report: for calcification, see Section 4 (Shellfish) in this Chapter; for survival, see Chapter VI Section 3 (Shifts in community composition, competition, and survival); for growth and developmental stages, see Chapter VI Section 2 (Altered phenotype and development); and for photosynthesis, see Chapter IV Section 2 (Altered ocean productivity).

Gulf of Alaska LME

Information needed.

California Current Ecosystem

Along rocky intertidal zones of the Oregon coast, a study of the influence of climatic variation on phytoplankton abundance and mussel recruitment found that the North Pacific Gyre Oscillation had the strongest relationships with both phytoplankton and recruitment, while relationships between these factors and ENSO and PDO were weak.\textsuperscript{1284} Despite the strong relationship between climate variation, phytoplankton concentration, and mussel recruitment, intertidal community dynamics have changed only in relatively subtle ways, suggesting a role for local ecological interactions in dampening the effects of dominant modes of climate forcings in coastal ecosystems.\textsuperscript{1285}

Future Projections

Gulf of Alaska LME

With increasing SST, a northward shift by end-of-century of a region in the North Pacific that shows large seasonal cycles in phytoplankton and herbivore concentrations, roughly between 150°E and 140°W, 50°N and 60°N is projected.\textsuperscript{1286} This is accompanied by a decrease in springtime primary productivity, which is

\begin{thebibliography}{99}
\item Snover et al. (2005, p. 27)
\item Snover et al. (2005, p. 27)
\item Kroeker et al. (2010, p. 1424). The authors refer the reader to Fig. 1 in the cited report.
\item Kroeker et al. (2010, p. 1424)
\item Kroeker et al. (2010, p. 1424). The authors provide statistics for heterogeneity in calcification ($Q_T = 116.33$, d.f. = 62, $P < 0.0001$) and growth responses ($Q_T = 224.76$, d.f. = 85, $P < 0.0001$).
\item Menge et al. Climatic variation alters supply-side ecology: impact of climate patterns on phytoplankton and mussel recruitment. (2009, p. 379)
\item Menge et al. (2009, p. 379)
\item Pierce. Future changes in biological activity in the North Pacific due to anthropogenic forcing of the physical environment. (2004, p. 412). This region is bounded approximately by an east-west line through Strathcona Provincial Park on Vancouver Island (BC) in the south, a north-south line passing through Yakutat (AK) in the east,
\end{thebibliography}
partially counteracted by an increase in wintertime productivity. Changes in mixed layer temperature and depth account for almost all the changes in productivity; model-predicted changes in surface insolation (a measure of solar energy over a given surface and time period) and large-scale upwelling have little impact.  

California Current Ecosystem

In the California Current System (CCS), a preliminary assessment suggests that ocean acidification will cause a species shift in open ocean phytoplankton, with diatoms possibly profiting at the expense of calcifying phytoplankton. However, any conclusions about future phytoplankton compositions in the CCS remain speculative because factors such as nutrients and iron availability, temperature, light, and predation might change in parallel in the future, and because there is a lack of experiments that cover a combination of all factors.

Information Gaps

Studies that specifically assess the current or potential response of planktonic species to climate change such as studies on potential changes to the occurrence and quantity of species, interspecies interactions, and food web interactions, are needed.

a north-south line through the east coast of Australia in the west, and an east-west line through Seward AK in the north.

1287 *Pierce. (2004, p. 412)
1288 *Pierce. (2004, p. 389)
1289 *Hauri et al. (2009, p. 67)
1290 *Hauri et al. (2009, p. 67)
VIII. ADAPTING TO THE EFFECTS OF CLIMATE CHANGE IN THE MARINE & COASTAL ENVIRONMENT

This section presents adaptation actions culled from the published scientific literature, grey literature, and interviews with experts.

In this report, “adaptation” refers to the IPCC’s definition: “adjustment in natural or human systems in response to actual or expected climatic stimuli or their effects, which moderates harm or exploits beneficial opportunities.” 1291

Climate change is now widely acknowledged as a global problem that threatens marine and coastal conservation, management, and policy. 1292 Adaptation is one of two major ways in which climate-related risks can be managed (the other is mitigation, which includes strategies to reduce greenhouse gas sources and emissions, and enhance greenhouse gas sinks). 1293 Even if global greenhouse gas emissions were to be stabilized near their current levels, atmospheric concentrations would increase throughout the 21st century, and might well continue to increase slowly for several hundred years after that. 1294 Thus, mitigation can reduce climate-related risks only in the longer term. 1295 Adaptation has emerged as a necessary response to and preparation for the unavoidable impacts of global climate change. 1296

Adaptation is in its infancy and the field is developing in a rapid and ad hoc fashion. 1297 However, general and specific approaches to adaptation action are emerging, as are common tenets of adaptation action. 1298 Along with these, existing conservation activities are being applied to climate change adaptation, and new activities are also being developed. 1299 The states, provinces, and tribal governments of the NPLCC region are developing climate change adaptation strategies. Each of these topics is covered in turn:

- **Framework for Adaptation Actions:** A general approach and specific planning and management approaches to adaptation action, derived from published and grey literature.
- **Common Tenets of Adaptation Action:** Adaptation principles derived from the literature.
- **Climate Adaptation Actions:** Adaptation actions are organized into five broad categories, including information gathering and capacity building; monitoring and planning; infrastructure and development; governance, policy, and law; and, conservation, restoration, protection and natural resource management. The actions described represent the range of ideas suggested by the scientific literature on climate change adaptation. They are not intended as recommendations.
- **Status of Adaptation Strategies and Plans:** Brief descriptions of the development and implementation of state, provincial, and selected tribal adaptation strategies in the NPLCC region.

---

1294 *ADB. (2005, p. 7)
1295 *ADB. (2005, p. 7)
1296 *Gregg et al. (2011, p. 30)
1297 *Gregg et al. (2011, p. 30)
1298 ADB (2005); Gregg et al. (2011); Heller and Zavaleta (2009); NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010)
1299 See, for example, Baron et al. (2009); Heller and Zavaleta (2009); Mawdsley, O’Malley, and Ojima (2009); NOAA. (2010); U.S. EPA. (2009).
1. FRAMEWORK FOR ADAPTATION ACTIONS

General Approach to Adaptation Action

Adaptation actions are undertaken either to avoid or take advantage of actual and projected climate change impacts either by decreasing a system’s vulnerability or increasing its resilience. This may entail reprioritizing current efforts as well as identifying new goals and objectives to reduce overall ecosystem vulnerability to climate change. The former – reprioritizing current efforts – is known as a “bottom-up” or “project-based” approach and involves integrating climate change considerations into existing management and program structures. The latter – identifying new goals and objectives – is known as a “top-down” or “landscape-based” approach and is particularly useful for broad-scale efforts, such as those conducted at regional, state, or national levels for one or more sectors.

General approaches to and principles of adaptation action in both human and natural systems have been addressed in past reports. A review of these reports indicates the approaches and adaptation principles are consolidated typically into four broad steps:

1. **Assess current and future climate change impacts and conduct a vulnerability assessment.** The vulnerability assessment may focus on a species, place, program, community, or anything else of concern to those doing the assessment, and should include exposure (the nature and degree to which a system is exposed to significant climatic variations), sensitivity (the degree to which a system is affected, either adversely or beneficially, by climate-related stimuli), and adaptive capacity (ability of the system to respond effectively), as well as interactions with other factors, such as existing stressors or possible changes in human resource use patterns. In all cases, the assessment should begin with the overall goal of those carrying it out (e.g. sustainable fisheries management, coastal habitat protection). Further information on conducting vulnerability assessments is provided in Section 3 of this Chapter.

2. **Select conservation targets and course of action.** This step includes identifying, designing, prioritizing, and implementing management, planning, or regulatory actions and policies that reduce the vulnerabilities and/or climate change effects identified in Step 1. Note that Steps 1 and 2 are interchanged in some reports (CIG 2007; Heller & Zavaleta 2009), and are considered iterative by others (Glick et al. 2009).

---

1301 *Glick et al. (2011a, p. 7)
1302 Glick et al. (2011a, p. 7); Glick et al. (2011b, Box 1.1, p. 13)
1303 Glick et al. (2011a, p. 8); Glick et al. (2011b, Box 1.1, p. 13)
1304 *Gregg et al. (2011, p. 30)
1305 Gregg et al. (2011); Glick et al. (2009); Heller & Zavaleta (2009); NOAA (2010); U.S. AID (2009); CIG (2007); ADB (2005); Pew Center. (2009)
1306 *Gregg et al. (2011, p. 30)
1307 *Gregg et al. (2011, p. 30)
1308 Gregg et al. (2011); Glick et al. (2009); Heller & Zavaleta (2009); NOAA (2010); U.S. AID (2009); CIG (2007); Pew Center. (2009)
1309 Gregg et al. (2011); Glick et al. (2009); Heller & Zavaleta (2009); NOAA (2010); U.S. AID (2009); CIG (2007)
3. **Measure, evaluate, and communicate progress** through the design and implementation of monitoring programs that assess changes in the chosen parameters of management and/or policy effectiveness.\(^{1310}\)

4. **Create an iterative process to reevaluate and revise the plan, policy, or program**, including assumptions.\(^{1311}\)

In some reports, a wider planning process and team-building activities precede Step 1 above. For example, the process outlined in NOAA’s *Adapting to Climate Change: A Planning Guide for State Coastal Managers* (2010) begins with a planning process that includes scoping the level of effort and responsibility; assessing resource needs and availability; assembling a planning team and establishing responsibilities; and, educating, engaging & involving stakeholders.\(^{1312}\) The Climate Impacts Group’s *Preparing for Climate Change: A Guidebook for Local, Regional, and State Governments* (2007) includes similar steps: scope climate change impacts in major sectors; build and maintain support to prepare for climate change by identifying a “champion” and audience, and developing and spreading a message; and, build a climate change preparedness team.\(^{1313}\) The Asian Development Bank’s (2005) approach begins with capacity building and provision, enhancement, and application of data, tools, and knowledge.\(^{1314}\)

**Specific Planning and Management Approaches to Adaptation Action**

Two of many approaches to adaptation planning and management in the coastal and marine environment are:

- **The U.S. EPA’s National Estuary Program – Climate Ready Estuaries**
  
  There are five critical elements in an adaptation plan that earns recognition as a “Climate Ready Estuary:”
  
  - **Assessment of vulnerability to climate change**, which includes a description of the specific effects from climate change (and interactions of climate change with existing stressors) that are likely to affect key management goals, the timeframe for the predicted effects, and consideration of uncertainty or other factors needed to set planning priorities.\(^{1315}\)
  
  - **Summary of considerations used to set priorities and select actions**, including the timing and severity of projected impacts, the probability of occurrence of different impacts, the economic or social value of endpoints in concern, and the capacity of the community to undertake the action compared to the scale of impacts.\(^{1316}\)
  
  - **Description of specific adaptation actions for implementation**, which is a limited set of essential actions and a preliminary schedule and approach to achieving those actions.\(^{1317}\)

\(^{1310}\) Gregg et al. (2011); Glick et al. (2009); Heller & Zavaleta (2009); NOAA (2010); U.S. AID (2009); CIG (2007); ADB (2005)

\(^{1311}\) Gregg et al. (2011); Glick et al. (2009); NOAA (2010); U.S. AID (2009); CIG (2007); ADB (2005)

\(^{1312}\) NOAA. (2010)

\(^{1313}\) CIG. (2007)

\(^{1314}\) ADB. (2005, p. 95)

\(^{1315}\) *U.S. EPA. Adaptation Planning for the National Estuary Program.* (2009, p. 2)

\(^{1316}\) *U.S. EPA. Adaptation Planning for the National Estuary Program.* (2009, p. 3)

\(^{1317}\) *U.S. EPA. Adaptation Planning for the National Estuary Program.* (2009, p. 4)
The crucial need is to select realistic actions to address known risks and identify the needs to implement those actions. In the style of adaptive management, the plan should recognize the need to proceed without complete information and acknowledge the need to revisit and update the plan.\textsuperscript{1319}

- Plan for communicating with stakeholders and decision-makers, which may include new communication techniques and strategies to address unfamiliar concerns in addition to existing communications strategies.\textsuperscript{1320}

- Plan for monitoring and evaluating results, that outlines the process that will be used to periodically monitor and evaluate (1) climate-driven changes in the estuary, and (2) the effectiveness of adaptation actions in lessening the negative impacts of those climate-driven changes.\textsuperscript{1321}

- **The U.S. NOAA’s Planning Guide for State Coastal Managers**

  This document is structured to help guide managers through the planning process from establishing the planning team to implementing the plan.\textsuperscript{1322} The major components of developing a plan are:

  - **The planning process**, which involves scoping the level of effort and responsibility of those involved, assessing resource needs and availability, assembling the planning team and establishing responsibilities, and educating, engaging, and involving stakeholders.\textsuperscript{1323}

  - **The vulnerability assessment**, in which climate change phenomena, impacts, and consequences are identified, the sensitivity, exposure, and adaptive capacity of systems is assessed, scenarios are developed to simulate changes, and focus areas are identified.\textsuperscript{1324}

  - **Developing the adaptation strategy**, which includes setting goals, identifying actions, evaluating, selecting, and prioritizing actions, and writing the action plan.\textsuperscript{1325}

  - **Implementing and maintaining the plan**, which includes adopting and implementing the plan, integrating the plan into other state planning efforts and programs, tracking, evaluating, and communicating progress, and updating the plan.\textsuperscript{1326}

\textsuperscript{1318} *U.S. EPA. Adaptation Planning for the National Estuary Program. (2009, p. 4)
\textsuperscript{1319} *U.S. EPA. Adaptation Planning for the National Estuary Program. (2009, p. 4)
\textsuperscript{1320} *U.S. EPA. Adaptation Planning for the National Estuary Program. (2009, p. 5)
\textsuperscript{1321} *U.S. EPA. Adaptation Planning for the National Estuary Program. (2009, p. 6)
\textsuperscript{1322} *NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010, p. 4)
\textsuperscript{1323} *NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010, p. 16-25)
\textsuperscript{1324} *NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010, p. 26-44)
\textsuperscript{1325} *NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010, p. 45-101)
\textsuperscript{1326} *NOAA. Adapting to Climate Change: A Planning Guide for State Coastal Managers. (2010, p. 102-106)
2. COMMON TENETS OF ADAPTATION ACTION

No single element or component of adaptation is a solution on its own, and there is no universally best set of solutions.\textsuperscript{127} Successfully adapting to climate change relies on a mixture of approaches as well as perpetual review and modification as new information comes to light, new ideas are generated, and additional changes take place.\textsuperscript{128} Scientists are increasingly emphasizing the concepts of maintaining or improving ecosystem resistance and resilience,\textsuperscript{129} as well as enabling or facilitating the ability of a species or ecosystem to change,\textsuperscript{130} e.g. via response or realignment.\textsuperscript{131} A review of the published and grey literature indicates the following are common tenets of adaptation action:

- Remove other threats and reduce non-climate stressors that interact negatively with climate change or its effects.\textsuperscript{132}
- Establish or increase habitat buffer zones and corridors, including adjustments to protected area design and management such as expanding reserve networks.\textsuperscript{133}
- Increase monitoring and facilitate management under uncertainty, including scenario-based planning and adaptive management (Box 18).\textsuperscript{134}

Four additional tenets were also found in the literature, although they were not cited universally:

- Manage for ecological function and protection of biological diversity, including restoration of habitat and system dynamics.\textsuperscript{135}
- Implement proactive management and restoration strategies, which may include translocations.\textsuperscript{136}
- Reduce local and regional climate change, e.g. via restoration, planting vegetation.\textsuperscript{137}
- Reduce greenhouse gas emissions.\textsuperscript{138}

\textsuperscript{127} Gregg et al. (2011, p. 30)
\textsuperscript{128} Gregg et al. (2011, p. 30)
\textsuperscript{129} Glick et al. (2009, p. 12)
\textsuperscript{130} Glick et al. (2009, p. 13)
\textsuperscript{131} U.S. Fish and Wildlife Service. \textit{Rising to the urgent challenge: strategic plan for responding to accelerating climate change (pdf)}. (2010, Sec1:16). The authors cite Millar et al. (2007) for information on realignment.
\textsuperscript{132} Gregg et al. (2011); Lawler (2009); Glick et al. (2009)
\textsuperscript{133} Gregg et al. (2011); Lawler (2009); Glick et al. (2009)
\textsuperscript{134} Gregg et al. (2011); Lawler (2009); Glick et al. (2009)
\textsuperscript{135} Glick et al. (2009); Lawler (2009)
\textsuperscript{136} Glick et al. (2009); Lawler (2009)
\textsuperscript{137} Gregg et al. (2011, p. 32)
\textsuperscript{138} Gregg et al. (2011, p. 33)
Box 18. Managing uncertainty: Scenario-based planning and adaptive management.

Scenario-based planning: Scenario planning is a concept developed by Peterson, Cumming, & Carpenter (2003). It is a systematic method for thinking creatively about possible complex and uncertain futures. The central idea of scenario planning is to consider a variety of possible futures that include many of the important uncertainties in the system rather than to focus on the accurate prediction of a single outcome. In this context, the scenarios are not predictions or forecasts but, rather, a set of plausible alternative future conditions. Scenario planning is appropriate for systems in which there is a lot of uncertainty that is not controllable. This approach is used by the IPCC (see Box 2 for an explanation).

Adaptive management: Adaptive management is a systematic approach for improving resource management by learning from management outcomes. It puts management actions into an experimental framework, specifying what information is needed to evaluate management success and how and when it will be used to adjust management actions. In theory, adaptive management allows for the management of highly uncertain systems. It is useful not only when the future is uncertain, but when there is uncertainty about which management approach is best or how the system being managed functions even under today’s conditions. It may be particularly useful in cases where immediate action is required to address short-term and/or potentially catastrophic long-term consequences or where management actions are likely to have no regrets near-term benefits. While it is a common complaint that current environmental rules and regulations lack the flexibility needed for true adaptive management, the U.S. Department of the Interior’s technical guide to adaptive management provides both suggestions for and examples of effective adaptive management in the federal context.

---

1339 Glick et al. (2009, p. 18)
1341 Peterson, Cumming and Carpenter. (2003, p. 359)
1342 Glick et al. (2009, p. 18)
1343 #Peterson, Cumming and Carpenter. (2003, p. 365)
1345 *Gregg et al. (2011, p. 32)
1346 Lawler. (2009, p. 85)

Adaptation and adaptive management are distinct concepts that are frequently confused with one another. As described earlier, adaptation refers to strategies designed to prepare for and cope with the effects of climate change. In contrast, adaptive management is one particular approach to management in the face of uncertainty, and is not necessarily tied to climate change (see Box 18).

Adaptation to climate change is characterized by making decisions in the face of uncertainty. Because of the uncertainties associated with predicting the effects of future climates on species and ecosystems, flexible management will almost certainly be a component of well-designed adaptation strategies. However, while the adaptive management framework is structured to enable managers to act in the face of uncertainty, other management approaches and philosophies are also designed to address different levels of uncertainty (e.g., scenario-based planning).

To summarize, adaptive management can be an important component of adaptation efforts, but not all adaptive management is climate change adaptation, nor is all climate change adaptation necessarily adaptive management.
3. CLIMATE ADAPTATION ACTIONS – INFORMATION GATHERING AND CAPACITY BUILDING

Building capacity in organizations, managers, practitioners, decision-makers, and the public can increase the ability to plan, develop, and implement adaptation strategies. There are multiple factors that can affect capacity to engage in adaptation, including generic factors such as economic resources and more specific factors such as quality and quantity of information, and training and technological resources. The sections below describe components of information gathering and capacity building.

Conduct/gather additional research, data, and products

Gathering research, data, and products on actual and projected climate change impacts is critical to supporting adaptation action. Models and research products have predicted a range of plausible scenarios; as these tools are refined, many indicate that the extent and magnitude of climate impacts may be greater than previously thought. Incorporating the best available science, traditional ecological knowledge, and citizen science efforts may improve climate adaptation decisions. For example, the general maintenance and restoration of wetlands in a changing climate may benefit from:

- **Mapping intact coastal wetland systems in the region** using field surveys, together with remote sensing imagery (where available) to distinguish salt-tolerant species from freshwater species.
- **Analyzing the vulnerability of the wetland to storms and sea level rise** to establish priorities for protection and restoration. Post-storm evaluation of wetlands and adjacent land impacts provides valuable information on the resilience of wetlands and their storm buffer capacities.
- **Determining freshwater flow requirements** and potential climate change impacts on freshwater flows to support the maintenance of brackish water wetlands.

Create/enhance technological resources

Technological resources can make adaptation action easier and more accessible. These resources include the tools that can support information exchange, modeling of vulnerability and risk, and decision-making. These resources can help planners, managers, scientists, and policy makers to identify priority species and areas for conservation, generate inundation and hazard maps, and ascertain organizations and communities that have successfully implemented adaptation strategies.

---

1357 *Gregg et al. (2011, p. 46)
1358 *Gregg et al. (2011, p. 46)
1359 *Gregg et al. (2011, p. 53)
1360 *Gregg et al. (2011, p. 53)
1361 *Gregg et al. (2011, p. 53)
1362 *U.S. AID (2009, p. 76)
1363 *U.S. AID (2009, p. 76)
1364 *U.S. AID (2009, p. 76)
1365 *U.S. AID (2009, p. 76)
1366 *Gregg et al. (2011, p. 70)
1367 *Gregg et al. (2011, p. 70)
1368 *Gregg et al. (2011, p. 70)
Conduct vulnerability assessments and studies

Vulnerability assessments help practitioners evaluate potential effects of climatic changes on ecosystems, species, human communities, and other areas of concern. Vulnerability assessments and studies can identify impacts of concern, a range of scenarios that depend on the frequency and magnitude of changes, who and what is at risk from these impacts, and what can be done to reduce vulnerability and increase resilience. Specifically, climate change vulnerability assessments provide two essential components to adaptation planning:

- Identifying which species or ecosystems are likely to be most strongly affected by projected changes; and
- Understanding why these resources are likely to be vulnerable, including the interaction between climate shifts and existing stressors.

Determining which resources are most vulnerable enables managers to better set priorities for conservation action, while understanding why they are vulnerable provides a basis for developing appropriate management and conservation responses. In other words, they can provide a factual underpinning for differentiating between species and systems likely to decline and likely to thrive, but do not in themselves dictate adaptation strategies and management responses.

Vulnerability is a function of exposure and sensitivity to change as well as adaptive capacity, which can all vary greatly depending on geography, genetic or species diversity, resources, and other factors. Vulnerability assessments are, therefore, structured around assessments of these distinct components.

The key steps and associated actions for assessing vulnerability to climate change are listed in Table 22.

The EPA’s Climate Ready Estuaries program compiled best practices and lessons learned for vulnerability assessment efforts including:

- Recognize that non-climate drivers, such as development, pollution, and population growth, often exacerbate climate change vulnerabilities.
- When working with limited data, use readily available scientific best professional judgment to help support decision-making. Surveying both local and regional experts and stakeholders can assist in building knowledge, as they have access to some of the most up-to-date information and research.
- Focus on emergency and disaster management, which is one area National Estuary Programs can work with local and state governments to incorporate climate change issues. For further information on emergency and disaster management, please see “Invest in/enhance emergency

---

1369 *Gregg et al. (2011, p. 54)  
1370 *Gregg et al. (2011, p. 54)  
1371 *Glick et al. (2011b, p. 1)  
1372 *Glick et al. (2011b, p. 1)  
1373 *Glick et al. (2011b, p. 3)  
1374 *Gregg et al. (2011, p. 54)  
1375 *Glick et al. (2011b, p. 2)  
1376 *U.S. EPA. Lessons Learned from the Climate Ready Estuaries Program. (2011, p. 2)  
1377 *U.S. EPA. (2011, p. 2)  
1378 *U.S. EPA. (2011, p. 2)  
1379 *U.S. EPA. (2011, p. 2)
services planning and training” in this Section and “Develop a disaster preparedness plan” in Section 6 of this Chapter.

- Collaborate with and use local partners, such as universities, non-profits, Sea Grants, and National Estuarine Research Reserves to fill information gaps.  
- Determine scope – vulnerability assessments do not necessarily have to be broad in scope. Focusing on the vulnerability of a specific resource may generate momentum for adaptation. This lesson is echoed by Glick et al.’s “landscaped-based” and “project-based” approach to climate-smart conservation, described previously (see Section 1 in this Chapter).

<table>
<thead>
<tr>
<th>Table 22. Key Steps for Assessing Vulnerability to Climate Change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key Steps</strong></td>
</tr>
<tr>
<td>Determine objectives and scope</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Gather relevant data and expertise</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Assess components of vulnerability</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Apply assessment in adaptation planning</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Source*: Adapted from Glick et al. (2011b, Box 2.1, p. 19) by authors of this report.

**Conduct scenario planning exercises**

Scenario planning involves the creation of a series of scenarios specifically for the planning process in question, as well as narratives to accompany those scenarios. It also involves the use of those scenarios for evaluating policy/management options. Scenario planning allows participants to identify actions

---

1380 *U.S. EPA. (2011, p. 2)
1381 *U.S. EPA. (2011, p. 2)
1382 *U.S. EPA. (2011, p. 2)
1383 Glick et al. (2011a, p. 7)
1384 *Gregg et al. (2011, p. 59)
1385 *Gregg et al. (2011, p. 59)
that work well across multiple scenarios, to discover options for dealing with uncertainty, and can improve adaptive management.\textsuperscript{1386}

**Increase organizational capacity**

Sufficient organizational capacity is needed to support adaptation activities at all levels of government.\textsuperscript{1387} This strategy includes improving the resources, tools, knowledge, and institutional support required to increase organizational capacity.\textsuperscript{1388}

**Create/host adaptation training and planning workshops**

While many researchers, conservation practitioners, and resource managers understand the reality of climate change, they are often still challenged by what actions to take.\textsuperscript{1389} As a result, the conservation and resource management community needs assistance developing its thinking on dealing with climate change, finding the information or data it needs to make informed decisions, and finding people to interact with on this topic as individuals develop their own approaches.\textsuperscript{1390} Training and planning workshops can provide context, guidance, and practical examples of how adaptation is being addressed on-the-ground.\textsuperscript{1391}

**Provide new job training for people whose livelihoods are threatened by climate change**

This strategy directly addresses the potential economic consequences of global climate change.\textsuperscript{1392} Increased water temperatures and ocean acidification will severely impact fisheries, aquaculture, and ecotourism and recreation based on natural resources.\textsuperscript{1393}

**Create new institutions (training staff, establishing committees)**

Creating committees and advisory bodies and having properly trained staff can institutionalize climate change considerations within an organization.\textsuperscript{1394} Technical experts, scientists, and other staff can contribute important knowledge and recommendations to support governmental decision-making on climate adaptation.\textsuperscript{1395}

**Coordinate planning and management across institutional boundaries**

Many climate change impacts will affect multiple jurisdictions at once whether the effects are felt at local, regional, national, or international scales.\textsuperscript{1396} Because climatic variability is not confined by political or social boundaries, cross-jurisdictional coordination of planning and management can improve adaptation.

\textsuperscript{1386} *Gregg et al. (2011, p. 59). The authors cite Peterson (2003) for this information.

\textsuperscript{1387} *Gregg et al. (2011, p. 48)

\textsuperscript{1388} *Gregg et al. (2011, p. 48)

\textsuperscript{1389} *Gregg et al. (2011, p. 56)

\textsuperscript{1390} *Gregg et al. (2011, p. 56)

\textsuperscript{1391} *Gregg et al. (2011, p. 56)

\textsuperscript{1392} *Gregg et al. (2011, p. 55)

\textsuperscript{1393} *Gregg et al. (2011, p. 55)

\textsuperscript{1394} *Gregg et al. (2011, p. 46)

\textsuperscript{1395} *Gregg et al. (2011, p. 46)

\textsuperscript{1396} *Gregg et al. (2011, p. 49)
Increased cooperation may include information sharing, improved communication, and establishing formal partnerships to share resources, funds, and knowledge.

**Invest in/enhance emergency services planning and training**

Climate change is expected to increase risks to public health and safety throughout North America. Flooding, erosion, and sea level rise will affect low-lying coastal communities by short- and long-term displacement of people and communities, salinization of potable water, and infrastructure damage. Warmer temperatures and changes in precipitation patterns will likely increase incidences of wildfires and drought, pests and diseases, and intense heat waves. Integrating climate change concerns into emergency services planning and training, including police, fire and rescue, and emergency medical services, will be important to limit public health and safety risks.

**Create stakeholder engagement processes**

As mentioned previously, gaining public buy-in for adaptation can be critical to ensuring the effectiveness of any strategy. Engaging stakeholders can occur in a variety of ways; for example, participating in meetings and workshops, one-on-one interactions, and websites, among others. Activities like interactive, participatory discussions, problem solving sessions, and role-playing exercises have been used to engage stakeholders in climate adaptation. The EPA’s Climate Ready Estuaries program compiled best practices and lessons learned for stakeholder engagement efforts including:

- Leverage existing efforts.
- Focus on local issues. Presenting local evidence of climate change (e.g., changes in seasonal events or animal behavior, local projections of wetland loss) to local officials and the general public is often a useful approach to build support for adaptation.
- Link climate change adaptation messages to clean water supply and stormwater drainage. This can be an effective way to engage local decision-makers, as constituents are increasingly concerned about these issues.
- Target entities most responsible for construction and maintenance of public infrastructure (e.g., municipalities, counties or regional authorities) first to encourage greater willingness to engage

---

1397 *Gregg et al. (2011, p. 49)
1398 *Gregg et al. (2011, p. 49)
1399 *Gregg et al. (2011, p. 50)
1400 *Gregg et al. (2011, p. 50)
1401 *Gregg et al. (2011, p. 50)
1402 *Gregg et al. (2011, p. 50)
1403 *Gregg et al. (2011, p. 50)
1404 *Gregg et al. (2011, p. 57)
1405 *Gregg et al. (2011, p. 57)
1406 *U.S. EPA. (2011, p. 3)
1407 *U.S. EPA. (2011, p. 3)
1408 *U.S. EPA. (2011, p. 3)
1409 *U.S. EPA. (2011, p. 3)
1410 *U.S. EPA. (2011, p. 3)
on the impacts of sea level rise due to the significant fiscal implication of infrastructure loss or damage.\textsuperscript{1411}

- Conduct meetings or phone calls with key stakeholders to help identify what stakeholders are already working on and their key needs for undertaking climate change adaptation.\textsuperscript{1412}

**Increase/improve public awareness, education, and outreach efforts**

This strategy relates to improving the links between science, management, decision-making, and public awareness.\textsuperscript{1413} These efforts may be in the form of presentations and workshops, print and internet media, steering and advisory committees, and traditional educational venues.\textsuperscript{1414} More interactive approaches tend to be better at ensuring a two-way flow of information, recognizing that scientists must learn from managers, policy makers, and the public as well as vice-versa.\textsuperscript{1415} Enabling managers and decision-makers to incorporate climate adaptation into practice requires that the appropriate science be available in useable forms when needed.\textsuperscript{1416} The broader public also needs to be engaged in climate adaptation and be made aware of the potential ways that climate change may affect the economy, natural resources, livelihoods, health, and well-being.\textsuperscript{1417} Gaining public buy-in may increase political and social capital to support climate adaptation action at local, regional, national, and international levels.\textsuperscript{1418}

\begin{footnotesize}
\bibliography{climate_change}
\end{footnotesize}
4. CLIMATE ADAPTATION ACTIONS – MONITORING AND PLANNING

The sections below describe components of monitoring and planning.

Develop climate change indicators

The U.S. EPA’s Climate Ready Estuaries Program notes that the development of climate change indicators for estuaries is still an evolving field, but there have already been a number of lessons learned from the Climate Ready Estuaries partners. They include:

- Identify desired climate change information outputs prior to the beginning of the indicator selection process.\textsuperscript{1420}
- Consider conducting a climate change vulnerability assessment prior to developing climate change indicators.\textsuperscript{1421} A vulnerability assessment may be useful in order to ensure that the candidate list of indicators is comprehensive and to identify variables that are indicative of consequences rather than drivers.\textsuperscript{1422} For further information on conducting vulnerability assessments, please see “Conduct vulnerability assessments and studies” in Section 3 of this Chapter.
- Explore the development of conceptual ecological models of climate change prior to developing indicators.\textsuperscript{1423} These models are organized in a hierarchical way among drivers, stressors, ecological effects, key attributes, and measures.\textsuperscript{1424} The measures point the way to key indicators of climate change.\textsuperscript{1425}
- Draw up a universe of candidate indicators from which to consider.\textsuperscript{1426} Identify any factors that are uncertain (such as the direct tie to climate change or available monitoring), as these factors will be important to consider later.\textsuperscript{1427}
- Obtain as much public and scientific input as possible on selecting a subset of indicators for more intense review.\textsuperscript{1428} For further information on stakeholder engagement, please see “Create stakeholder engagement processes” in Section 3 of this Chapter.
- Recognize that regional efforts that cross state lines often require additional involvement from government agencies and other key stakeholders.\textsuperscript{1429} The involvement of key local, state, and regional organizations will be important to discuss during the initial stages of any indicator development process.\textsuperscript{1430}

\textsuperscript{1419} U.S. EPA. (2011, p. 3)
\textsuperscript{1420} U.S. EPA. (2011, p. 3)
\textsuperscript{1421} U.S. EPA. (2011, p. 3)
\textsuperscript{1422} U.S. EPA. (2011, p. 3)
\textsuperscript{1423} U.S. EPA. (2011, p. 3)
\textsuperscript{1424} U.S. EPA. (2011, p. 3)
\textsuperscript{1425} U.S. EPA. (2011, p. 3)
\textsuperscript{1426} U.S. EPA. (2011, p. 3)
\textsuperscript{1427} U.S. EPA. (2011, p. 3)
\textsuperscript{1428} U.S. EPA. (2011, p. 3)
\textsuperscript{1429} U.S. EPA. (2011, p. 3)
\textsuperscript{1430} U.S. EPA. (2011, p. 3)
Evaluate existing monitoring programs for wildlife and key ecosystem components

Monitoring systems provide information that managers can use to adjust or modify their activities through the process of adaptive management. This approach would evaluate the current state of the systems that collect, analyze, and interpret environmental information. It would determine how programs will need to be modified to provide management-relevant information on the effects of climate change and what new monitoring systems will need to be established in order to address gaps in knowledge of climate effects. The costs to adapt existing monitoring systems and develop new monitoring systems are likely to be high. In many cases this will probably require new legislation and regulations, and possibly new tools and approaches to monitoring. It will also require better integration and coordination across existing monitoring programs.

Incorporate predicted climate change impacts into species and land management

Information about actual and potential climate change impacts can be of benefit to land and natural resource managers in making decisions and taking actions. Climate change is not addressed in many existing natural resource plan documents. This strategy would use existing natural resource planning mechanisms to inform decision-making on a broad spectrum of natural resource management topics. Many existing natural resource plans already contain provisions for updates and revisions, which could provide a mechanism for incorporating information about climate change effects and adaptation strategies. The problems with this approach are mainly practical at present: there is a definite cost associated with revisiting and revising management plans; in practice, many resource management plans are updated infrequently. Also, detailed predictions of potential climate change effects are currently only available for a small subset of species and areas, as shown by the Information Gaps identified throughout this report.

---

1431 *Heinz Center (2008, p. 29). The authors cite Walters (1986), Margoluis and Salafsky (1998), and Williams, Szaro, and Shapiro (2007) for this information.
1432 *Heinz Center (2008, p. 29). The authors cite Walters (1986), Margoluis and Salafsky (1998), and Williams, Szaro, and Shapiro (2007) for this information.
1433 *Heinz Center (2008, p. 29)
1434 *Heinz Center (2008, p. 30)
1435 *Heinz Center (2008, p. 30)
1436 *Heinz Center (2008, p. 30). The authors cite The Heinz Center (2006) for this information.
1437 *Heinz Center (2008, p. 30)
1438 *Heinz Center (2008, p. 30). The authors cite The Heinz Center (2006) for this information.
1439 *Heinz Center (2008, p. 30)
1440 *Heinz Center (2008, p. 30)
1442 *Heinz Center (2008, p. 31). The authors cite The Heinz Center (2007) for this information.
Develop dynamic landscape conservation plans

Dynamic landscape conservation plans include information on fixed and dynamic spatial elements, along with management guidelines for target species, genetic resources, and ecosystems within the planning areas.\(^{1443}\) Fixed spatial elements include protected areas where the land use is fully natural.\(^{1444}\) Dynamic spatial elements include all other areas within the landscape matrix, where land use may change over time.\(^{1445}\) The plan includes a desired future condition for each element, based on predicted shifts in distribution of species and other ecosystem components, as well as any intermediate steps that may be necessary to transition between current and future condition.\(^{1446}\) The management guidelines suggest mechanisms and tools for management (such as land acquisition, riparian plantings, or other wildlife-friendly farming practices) and specific government agencies responsible for implementation.\(^{1447}\) The actual planning activities required to develop these plans are likely to be compatible with other local or regional-scale planning projects such as State Wildlife Action Plans or watershed management plans.\(^{1448}\) However, planning efforts can be resource-intensive.\(^{1449}\) Recommendations such as suggesting that certain spatial elements (i.e., areas of land or water) will need to be converted from human uses to “natural” management are likely to prove controversial.\(^{1450}\)

Changes to land use planning and zoning

This may include restricting or prohibiting development in erosion zones, redefining riverine flood hazard zones, or increasing shoreline setbacks.\(^{1451}\) Restricting development in erosion zones allows for more land available to protect estuaries, but will not help areas already developed.\(^{1452}\) It may be difficult to attain agreement among all parties.\(^{1453}\)

---

**Case Study 1. Ecosystem-Based Management and Climate Change Adaptation in Humboldt Bay, CA.**

**Climate stressors addressed:** Ocean acidification. Increased sea surface temperature. Altered hydrology and ocean currents. Increased frequency and severity of storms. Sea level rise. Coastal erosion, upwelling, hypoxia and anoxia.

In the NPLCC region, the San Juan Initiative (WA), Port Orford Ocean Resource Team (OR), and Humboldt Bay Initiative (CA) represent three of six community-based initiatives comprising the West Coast EBM network, which is a partnership focused on the successful implementation of EBM along the coasts of Washington, Oregon, and California. The Humboldt Bay Initiative (HBI) is currently planning a coordinated response to climate change for the Humboldt Bay ecosystem. In early 2010, HBI organized a meeting of local, state and federal agencies, along with public stakeholders, to identify and inventory all climate change activities underway in Humboldt Bay in order to leverage common approaches, address gaps, and avoid redundancy in research and management efforts.

*Source: West Coast EBM Network (2010)*

---

\(^{1443}\) *Heinz Center (2008, p. 31). The authors cite Hannah and Hansen (2005) for this information.
\(^{1444}\) *Heinz Center (2008, p. 31).
\(^{1445}\) *Heinz Center (2008, p. 31).
\(^{1446}\) *Heinz Center (2008, p. 31).
\(^{1447}\) *Heinz Center (2008, p. 31).
\(^{1448}\) *Heinz Center (2008, p. 31).
\(^{1449}\) *Heinz Center (2008, p. 31).
\(^{1450}\) *Heinz Center (2008, p. 31).
\(^{1452}\) *U.S. EPA. (2009, p. 14)
\(^{1453}\) *U.S. EPA. (2009, p. 14)
Redefining riverine flood hazard zones to match projected expansion of flooding frequency and extent protects riverine systems and zones, but may impact flood insurance or require changing zoning ordinances, which can be difficult.  

### Create a regional sediment management (RSM) plan

There is not a simple relationship between sea level rise and horizontal movement of the shoreline, and sediment budget approaches are most useful to assess beach response to climate change.  

A RSM considers the entire watershed, including upstream reaches, but requires more coordination across regions, including private lands. Any regional sediment management effort should include an emphasis on the beneficial use of dredged material. A sediment management program that recognizes sediment as a valuable resource and links needs with appropriate opportunities will be the most effective at reducing economic and environmental losses associated with climate change. Beneficial use of dredged material involves using sediment dredged from waterways for a productive purpose, such as beach nourishment, habitat restoration and development, public access facilities, and shore protection structures (e.g., levees and dikes), among other things.

### Integrate coastal management into land use planning

Integrating coastal management into land use planning allows conservation and management goals to be incorporated into land use planning, although it can be difficult to have local and state agencies agree or to address private property rights. Ecosystem-Based Management (EBM), Integrated Coastal Zone Management (ICZM), and Coastal and Marine Spatial Planning (C(MSP)) are common coastal management systems:

- **Ecosystem-Based Management** (EBM) is an integrated approach to management that considers the entire ecosystem, including humans. The goal of ecosystem-based management is to maintain an ecosystem in a healthy, productive and resilient condition so that it can provide the services humans want and need. Ecosystem-based management differs from current approaches that usually focus on a single species, sector, activity or concern; it considers the cumulative impacts of different sectors. Specifically, ecosystem-based management:
  - Emphasizes the protection of ecosystem structure, functioning, and key processes;
  - Is place-based in focusing on a specific ecosystem and the range of activities affecting it;

---

1455 *Nicholls et al. (2007, p. 324). The authors cite Cowell et al. (2006) for this information.
1456 *U.S. EPA. (2009, p. 15)
1457 *NOAA. (2010, p. 84)
1458 *NOAA. (2010, p. 84)
1459 *NOAA. (2010, p. 84)
1460 *U.S. EPA. (2009, p. 10)
1461 *West Coast Ecosystem-Based Management Network. *Community-based management of coastal ecosystems: Highlights and lessons of success from the West Coast Ecosystem-Based Management Network (pdf; website).* (2010, p. 2)
1462 *West Coast Ecosystem-Based Management Network. (2010, p. 2)
1463 *West Coast Ecosystem-Based Management Network. (2010, p. 2)
Explicitly accounts for the interconnectedness within systems, recognizing the importance of interactions between many target species or key services and other non-target species;

- Acknowledges interconnectedness among systems, such as between air, land and sea; and

- Integrates ecological, social, economic, and institutional perspectives, recognizing their strong interdependences.\footnote{West Coast Ecosystem-Based Management Network. (2010, p. 2). The authors cite McLeod et al. (2005) for this information.}

**Integrated Coastal Zone Management.** (ICZM) is a mechanism for bringing together the multiplicity of users, stakeholders, and decision-makers in the coastal zone in order to secure more effective ecosystem management whilst achieving economic development and intra- and inter-generational equity through the application of sustainability principles.\footnote{Ramsar Convention Secretariat. *Coastal management: Wetland issues in Integrated Coastal Zone Management (pdf; website).* (2007, p. 23)} It considers all stakeholders in planning and balancing objectives, and can address all aspects of climate change.\footnote{U.S. EPA. (2009, p. 11)} However, stakeholders willing to compromise and more effort in planning are needed.\footnote{U.S. EPA. (2009, p. 11)} The ICZM approach is generally facilitated through existing terrestrial and marine territorial planning legislation and mechanisms, where these exist.\footnote{Ramsar Convention Secretariat. (2007, p. 23)}

**Coastal and Marine Spatial Planning.** (C(MSP)) is a public process of analyzing and allocating the spatial and temporal distribution of human activities in marine areas to achieve ecological, economic, and social objectives that are usually specified through a political process.\footnote{Ehler and Douvere. (2009, p. 18)} Partners and stakeholders in The Pacific North Coast Integrated Management Area (PNCIMA), located along the Central and North Coast of British Columbia, are incorporating C(MSP) into their integrated management approach.\footnote{Personal interviews, April and May 2011.}

Characteristics of effective marine spatial planning include:

- Ecosystem-based, balancing ecological, economic, and social goals and objectives toward sustainable development;
- Integrated, across sectors and agencies, and among levels of government;
- Place-based or area-based;
- Adaptive, capable of learning from experience;
- Strategic and anticipatory, focused on the long-term;
- Participatory, stakeholders actively involved in the process.\footnote{Ehler and Douvere. (2009, Box 4, p. 18)}

**Community planning**

Local-level planning and involvement are key to achieving on-the-ground implementation of adaptation strategies.\footnote{Gregg et al. (2011, p. 62)} Although international and national action are needed to address broad policies and reform, community planning and management have greater effects on local resources through land use planning.
and zoning. Building local capacity is especially important for dealing with disaster risk management and gaining stakeholder support for action.

Ensure that wildlife and biodiversity needs are considered as part of the broader societal adaptation process

Modern wildlife professionals and natural resource managers are aware that management activities take place within a broader societal context, and that the broader society must be supportive in order for management to succeed. Managers can take proactive steps to engage local and regional government entities in adaptation planning, thereby ensuring that the needs of wildlife and natural resources are included at the start of these discussions.

Case Study 2. Planning for Sea level Rise in Olympia, WA.

Climate stressors addressed: Sea level rise

Lower downtown Olympia sits on reclaimed land created with hydraulic fill that abuts Budd Inlet, a tidally-influenced southern arm of Puget Sound. On average, downtown Olympia is 18 to 20 ft above sea level but, Budd Inlet can have tides that reach a maximum height of 18 ft. To assess the impacts sea level rise could have on downtown Olympia, the city invested in high resolution Light Detection and Ranging (LiDAR) elevation data and used the LiDAR maps to run flooding simulations during high tides and storms at 0.5 ft incremental increases in sea level relative to its current level. The City also invested in geological monitoring equipment to monitor land subsidence or uplifting and plans to install local tide gauges. The City is considering both short- and long-term adaptation strategies to enhance their resilience to sea level rise. Short-term strategies include: consolidate the number of stormwater outfalls by half to ease future management; finer scale SLR simulations; enact a new SEPA requirement to raise floor elevations that house critical resources in all new buildings; and, continue monitoring changes in land elevation. Long-term strategies include: update City comprehensive plans to address climate change impacts, including SLR; support state and federal officials in developing guidelines/regulations to assist the adaptation of local communities; and, create an institutional framework to work on climate change problems.

5. CLIMATE ADAPTATION ACTIONS – INFRASTRUCTURE AND DEVELOPMENT

This section addresses threats to the coastal built environment and other infrastructure from sea level rise, storms, changes in precipitation, and increased flooding.\textsuperscript{1477}

Make infrastructure resistant or resilient to climate change

This strategy involves the consideration of climate change in both the planning of new or retrofitting of existing infrastructure, including stormwater systems, transportation, water supply, or buildings.\textsuperscript{1478} Examples include:

- **Design new coastal drainage system:** While many systems need to be restructured, planning and construction can be very costly and time-consuming.\textsuperscript{1479}

- **Incorporate climate change impacts, including sea level rise into planning for new infrastructure:** Engineering could be modified to account for changes in precipitation or seasonal timing of flows and siting decisions could take into account sea level rise.\textsuperscript{1480} The long-term functional integrity of structures (e.g. sewage systems) is preserved and contamination of the water supply is prevented.\textsuperscript{1481} However, measures can be costly\textsuperscript{1482} and land owners will likely resist relocating away from prime coastal locations.\textsuperscript{1483}

- **Protect water supply systems from saltwater contamination:** Sea level rise and flooding will cause saltwater intrusion, increasing the salinity of surface and ground water.\textsuperscript{1484} Increased salinity can also harm intolerant plant and animal species.\textsuperscript{1485} Water management responses are needed to deal with saltwater intrusion and salinization of water supplies; these responses may include regulation of water quality and supply, monitoring to track saltwater intrusion, and water treatments such as desalination.\textsuperscript{1486}

- **Incorporate wetland protection into infrastructure planning:** The incorporation of wetland protection in transportation planning, sewer utilities, and other infrastructure planning helps protect infrastructure.\textsuperscript{1487} It may also help maintain water quality and preserve habitat for vulnerable species.\textsuperscript{1488}

- **Develop adaptive stormwater management practices:** Adaptive stormwater practices such as removing impervious surface and replacing undersized culverts minimize pollutant and nutrient overloading of existing wetlands.\textsuperscript{1489} Further, promoting natural buffers and adequately sizing...
culverts preserves natural sediment flow and protects water quality of downstream reaches. However, they may require costly improvements.

- **Manage realignment and deliberately realign engineering structures:** Realignment of engineering structures affecting rivers, estuaries, and coastlines could reduce engineering costs, protect ecosystems and estuaries, and allow for natural migration of rivers. However, it can be costly.

Create or modify shoreline management measures

Planners and developers often use shoreline hardening to address erosion and sea level rise issues. Shoreline armoring structures, such as rip-rap, concrete, and bulkheads, can require the removal of native vegetation and soils, and can also impede natural processes and the movement of wildlife that utilize the shoreline as migration corridors. Alternatives include land or structure elevation (e.g., rebuilding or modifying infrastructure in high-risk coastal areas) and constructing “living shorelines” (e.g., planting vegetation to stabilize banks and reduce erosion). This strategy involves removing shoreline hardening structures, restoring coastal vegetation to minimize erosion, and encouraging low impact development along shorelines. Living shorelines are described next, while the remaining strategies are discussed in Section 7 of this Chapter: “Climate adaptation actions – species and habitat conservation, restoration, protection and natural resource management.”

Living shorelines

In low- to medium-energy coastal and estuarine environments and tidally influenced creeks, streams, and rivers, living shorelines can be effective alternatives to shore protection structures in efforts to restore, protect, and enhance the natural shoreline and its environment. Living shorelines use stabilization techniques that rely on vegetative plantings, other organic materials (e.g., biologs, matting), and sand fill or a hybrid approach combining vegetative planting with low rock sills or footers, living breakwaters (e.g., oysters), or other shore protection structures designed to keep sediment in place or reduce wave energy. There are a number of benefits to living shorelines. Specifically, they:

- Maintain natural shoreline dynamics and sand movement;
- Trap sand to rebuild eroded shorelines or maintain the current shoreline;
- Provide important shoreline habitat;
- Reduce wave energy and coastal erosion;
- Absorb storm surge and flood waters;

---

1490 *U.S. EPA. (2009, p. 15)
1491 *U.S. EPA. (2009, p. 20)
1492 *U.S. EPA. (2009, p. 11)
1493 *U.S. EPA. (2009, p. 11)
1494 *Gregg et al. (2011, p. 64)
1495 *Gregg et al. (2011, p. 64). The authors cite NRC (2002) for this information.
1496 *Gregg et al. (2011, p. 64)
1497 *Gregg et al. (2011, p. 65)
1498 *NOAA. (2010, p. 80)
1499 *NOAA. (2010, p. 80-81)
1500 *NOAA. (2010, p. 81)
Filter nutrients and pollutants from the water;
Maintain beach and intertidal areas that offer public access;
Are aesthetically pleasing;
Allow for landward migration as sea levels rise;
Absorb atmospheric carbon dioxide;
Are less costly than shore protection structures \(^{1501}\)

The techniques and materials used will depend on site-specific needs and characteristics. \(^{1502}\) Much of the site-specific information needed is similar to that for establishing coastal development setbacks, carrying out beach nourishment, and implementing other shoreline stabilization measures. \(^{1503}\) Some design considerations and information needs include:

- Define the problem (episodic or chronic erosion) and scale of the shoreline region of concern. \(^{1504}\)
  Analyze historical erosion rates, evaluate the condition of adjacent shorelines, and identify potential future problems related to sea level rise, storm frequency, and intensity. \(^{1505}\)
- Determine the (current and future) exposure of the shoreline from wind generated waves (referred to as fetch) as well as boat wakes, tidal ranges, and currents. \(^{1506}\) This will help to verify that it is a low to medium energy environment. \(^{1507}\)
- Assess whether vegetation (upland, intertidal, subtidal) alone can address the problem, or if structural components (sand, stone) must be added in order to dampen wave energy and exposure to the shore. \(^{1508}\)
- Where feasible, employ an ecosystem approach—one that links subtidal, intertidal and upland protection and restoration initiatives. \(^{1509}\) Consider the potential for landward transgression of vegetation with sea level rise. \(^{1510}\)
- Some erosion-controlling vegetation have very slow growth rates. \(^{1511}\) It may be necessary to take interim measures that involve the use of sand and stone or organic materials. \(^{1512}\)
6. CLIMATE ADAPTATION ACTIONS – GOVERNANCE, POLICY, AND LAW

Local, regional, and national governments play important roles in many climate change policies and provide support to resource managers, conservation practitioners, and communities. Many projected climate impacts will have transboundary effects and require multilateral adaptation efforts. The sections below describe components of governance, policy, and law.

Note: Governance is not distinguished clearly from policy and law, as evidenced by the incorporation of policy and/or law into wide-ranging definitions of governance.

Managed retreat of built infrastructure, relocation of people/communities

Some communities in low-lying coastal areas will be disproportionately affected by sea level rise and erosion. These effects may require managed retreat of built infrastructure and/or relocation of people and communities. This approach requires identification of high risk areas and cost-benefit analyses to determine if retreat and relocation are less costly options than installing, improving, and maintaining shoreline armoring structures.

Develop a disaster preparedness plan

Coastal hazards, such as erosion, landslides, and extreme weather events, can harm people and property; climate change is projected to exacerbate these effects in both frequency and magnitude. Disaster preparedness plans can help coastal communities identify risks and vulnerabilities and develop options for response and recovery.

Maintain adequate financial resources for adaptation

Economic barriers are frequently cited by groups as reasons for not taking adaptation action. If adaptation activities focus on building climate change into existing efforts or frameworks (e.g., incorporating climate projections into bridge designs or harvest limits), ensuring adequate financing for adaptation means simply ensuring that project budgets reflect any needed additional funding (e.g., more materials needed for a higher bridge, or downscaled climate models). Climate adaptation actions undertaken as a new and distinct set of activities (e.g., scenario planning exercises) will require new and distinct funding. Some adaptation actions require up-front financial investment but more than pay for themselves in reduced long-term expenditures, meaning that grants or loans may be appropriate sources

---

1513 *Gregg et al. (2011, p. 67)
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1516 *Gregg et al. (2011, p. 67)
1517 *Gregg et al. (2011, p. 67)
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1519 *Gregg et al. (2011, p. 68)
1520 *Gregg et al. (2011, p. 68)
1521 *Gregg et al. (2011, p. 69)
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of financing. Grants can also provide short-term funds for strategy development and testing, but over the longer term it is important to diversify, for instance by building support for governmental adaptation funding, forging new partnerships, or reworking organizational budgets. Establishing endowments (e.g., the $90 million provincial endowment that established the Pacific Institute for Climate Solutions in British Columbia) can provide more stable funding than year-by-year funding. Increased and sustainable funding sources can help organizations and governments overcome financial constraints and adapt to changing environmental conditions.

Develop/implement adaptive management plans

Because of the uncertainty about climate change, its effects, and appropriate management responses, adaptive management policies and plans can play an important role in climate change adaptation (although adaptive management is not inherently linked to climate adaptation). Adaptive management involves testing hypotheses about system function and management efficacy and adjusting behavior and actions based on experience and actual changes. These decisions can be either active or passive; active adaptive management involves experimenting with multiple options in order to determine the best strategy, while passive adaptive management requires selecting and implementing one option and monitoring to determine if changes are needed.

Review existing laws, regulations, and policies

This strategy would initiate a review of all applicable laws, regulations, and other public policies related to wildlife management, natural resource management, and biodiversity conservation. Many of these laws and regulations are decades old, and most were developed before climate change became a significant concern. Actually addressing the deficiencies that are identified through these reviews may be difficult without significant political will to overcome institutional inertia. There will likely be significant concern expressed from all sides about any sweeping revisions to existing laws and regulations.

Create new or enhance existing policy

Legislation, regulations, agreements, and enforcement policies at local, regional, national, and international levels can be created or enhanced to support climate adaptation action. New legislative tools or regulations may be necessary to address specific climate change impacts. For example, given...
that existing wildlife and biodiversity legislation is often decades old, new legislative or regulatory approaches may very well be needed to address specific effects or challenges associated with climate change. There are also opportunities to use existing regulatory frameworks to support conservation and management efforts to decrease the vulnerability of natural and human systems, provided that the program managers are given the flexibility needed to directly address climate threats.

Create permitting rules that constrain locations for landfills, hazardous waste dumps, mine tailings, and toxic chemical facilities

Zoning regulations may allow zoning to protect estuaries and coastal zones, but can be difficult to enact.

Setbacks

A coastal development setback may be defined as a prescribed distance to a coastal feature, such as the line of permanent vegetation, within which all or certain types of development are prohibited. Setbacks create a buffer between shoreline development and the sea that provides some protection against the destructive effects of erosion or land loss resulting from accelerated sea level rise or increased storm activity. Setbacks are designed to minimize damage from erosion and increase public access to beaches. Often setbacks contain a buffer zone. They also help maintain natural shore dynamics and shorefront access—both of which are critical in changing shoreline conditions. One potential issue with the use of setbacks is that once the water level reaches the setback, there is, in essence, an implicit contract that landowners will be able to build seawalls to protect their homes. Setbacks require information that is similar in kind to living shorelines and non-structural shoreline protection.

- Conduct an analysis of beach dynamics, shoreline ecology and historical erosion rates before establishing setbacks.
- Set up basic beach profile monitoring transects to determine erosion rates—long term data sets will be more accurate to characterize shoreline dynamics.
- When evaluating historical rates (from maps, beach profiles, traditional knowledge), determine if the rates of erosion have changed from one decade to the next. Also determine if changing trends are the result of climate change factors (changes in storm activity or sea level elevations).

---
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or man-made causes (e.g. removal of wetlands, construction of shoreline erosion control structures or local land subsidence).\textsuperscript{1551}

- Observe characteristics of the beach profile from seasonal changes and current climate variability (e.g. El Niño).\textsuperscript{1552} Consider the stability of landforms (barrier beaches, dunes, bluffs) and the potential changes that may result from accelerated sea level rise, increased storm activity and subsequent erosion.\textsuperscript{1553}

**Rolling easements**

Rolling easements are a more flexible approach than setbacks and are intended to induce property owners to yield to advancing shorelines or wetlands.\textsuperscript{1554} They are a type of easement that prevent property owners from holding back the sea and moves or “rolls” with the rising seas.\textsuperscript{1555} The advantages of a rolling easement are: (1) the lack of disturbance of sedimentation transport; (2) the potential for wetlands and other tidal habitat to migrate unimpeded; and (3) continued public access to the shore.\textsuperscript{1556} A rolling easement can be implemented by statute, the permitting process, and eminent domain actions.\textsuperscript{1557}

\textsuperscript{1551} *U.S. AID. (2009, p. 99)
\textsuperscript{1552} *U.S. AID. (2009, p. 99)
\textsuperscript{1553} *U.S. AID. (2009, p. 99)
\textsuperscript{1554} *Kling and Sanchirico. (2009, p. 46)
\textsuperscript{1555} *Kling and Sanchirico. (2009, p. 46)
\textsuperscript{1556} *Kling and Sanchirico. (2009, p. 46), The authors cite Titus et al. (1991) for this information.
\textsuperscript{1557} *Kling and Sanchirico. (2009, p. 46), The authors cite Titus (1998) and Caldwell and Segall (2007) for this information.
7. CLIMATE ADAPTATION ACTIONS – SPECIES AND HABITAT CONSERVATION, RESTORATION, PROTECTION AND NATURAL RESOURCE MANAGEMENT

Addressing adaptation in management and conservation is necessary to deal with the actual and potential effects of climate change on ecosystems and the functions and services they provide.\textsuperscript{1558} Climate change may have negative \textit{and} positive effects on wildlife and habitat.\textsuperscript{1559} Climate change may also interfere with the ability of ecosystems to withstand change.\textsuperscript{1560} Managers and conservation practitioners can decrease ecosystem vulnerability by directly addressing expected climate change effects in policies and plans or by reducing the stressors that can exacerbate climate impacts.\textsuperscript{1561} The sections below describe components of species and habitat conservation, restoration, protection, and natural resource management.

Maintain shorelines

Several options are available to help maintain shorelines in a changing climate:

- **Create dunes along backshore of beach:** In addition to serving as buffers against erosion and flooding, which they do by trapping windblown sand, storing excess beach sand, and protecting inland areas against wave runup and overwash, dunes also provide habitat for wildlife.\textsuperscript{1562} Dune restoration is relatively inexpensive and entails the use of dune grass and other types of native vegetation and sand fences to capture shifting and blowing sands and stabilize dunes.\textsuperscript{1563} Dunes may be restored or created in conjunction with a beach nourishment project or may be managed as part of a separate effort.\textsuperscript{1564} Since dunes and beaches are interdependent, dune management should be incorporated into a strategy that considers the broader coastal system.\textsuperscript{1565} The use of vegetation and sand fences to build and stabilize dunes is not a quick fix, will only be effective under certain conditions, and may not be effective as a way of encouraging the growth of new dunes where dunes did not exist in the past.\textsuperscript{1566}

- **Install natural or artificial breakwaters:** Along energetic estuarine shorelines, oyster beds and other natural breakwaters, rock sills, artificial reefs, and other artificial breakwaters protect shorelines and marshes and inhibit erosion inshore of the reef.\textsuperscript{1567} They also induce sediment deposition.\textsuperscript{1568} Artificial reefs, for example, are constructed of a wide variety of man-made materials and placed underwater to restore, create, or enhance ecosystems, typically as a fisheries management tool.\textsuperscript{1569} The use of artificial reefs is a complex issue that requires planning, long-
term monitoring, and evaluation to ensure the anticipated benefits are derived.\textsuperscript{1570} There is still considerable debate on how artificial reefs impact the natural aquatic community into which they are introduced.\textsuperscript{1571} Further, artificial breakwaters may not be sustainable in the long-term, because breakwaters are not likely to provide reliable protection against erosion in major storms.\textsuperscript{1572} They may require encroachment bayward or riverward, usually beyond the property limit, complicating the process for obtaining permits for construction.\textsuperscript{1573}

- **Remove shoreline hardening structures:** Shoreline modifications, such as bulkheads or seawalls, tend to harm habitat through the conversion of tidelands to uplands.\textsuperscript{1574} Modification also indirectly affects habitat by altering nearshore processes.\textsuperscript{1575} Removing hard structures such as bulkheads, dikes, and other engineered structures allows for shoreline migration, but may be costly for, and destructive to, shoreline property.\textsuperscript{1576}

- **Plant submerged aquatic vegetation:** Submerged aquatic vegetation such as seagrass beds dampen wave energy, stabilize sediments, improve water quality, and provide food and shelter for marine organisms.\textsuperscript{1577} When used in conjunction with other living shoreline components such as marsh grasses, a natural shoreline buffer is created that reduces coastal erosion and stabilizes sediments via root growth.\textsuperscript{1578} However, seagrasses may diminish in winter months, when wave activity is often more severe because of storms.\textsuperscript{1579} Light availability is essential.\textsuperscript{1580}

- **Create marsh:** Planting the appropriate species – typically grasses, sedges, or rushes – in the existing substrate provides a protective barrier, and maintains and often increases habitat.\textsuperscript{1581} For example, marsh grasses dissipate wave energy, filter upland runoff, and improve habitat for fish and wildlife.\textsuperscript{1582} Native grasses are planted in the water and at the mean high tide mark in the intertidal zone.\textsuperscript{1583} Marsh grasses may be more successful if they are planted in the spring in areas where there is evidence of existing marsh, where there is less than three miles of open water, and where the prevailing winds will not cause destruction of the newly planted grasses.\textsuperscript{1584} Conditions must be right for the marsh to survive (e.g. sunlight for grasses, calm water) and the marsh may be affected by seasonal changes.\textsuperscript{1585}

\textsuperscript{1570} *NOAA. (2010, p. 91)  
\textsuperscript{1571} *NOAA. (2010, p. 91)  
\textsuperscript{1572} *U.S. EPA. (2009, p. 13)  
\textsuperscript{1573} *U.S. EPA. (2009, p. 13)  
\textsuperscript{1574} *U.S. EPA. National Estuary Program Coastal Condition Report, Chapter 6: West Coast National Estuary Program Coastal Condition (Puget Sound Action Team). (2007, p. 332)  
\textsuperscript{1575} *U.S. EPA. (2007, p. 332)  
\textsuperscript{1576} *U.S. EPA. (2009, p. 12)  
\textsuperscript{1577} *NOAA. Living Shoreline Planning and Implementation (website). (2011)  
\textsuperscript{1578} *NOAA. Living Shoreline Planning and Implementation (website). (2011)  
\textsuperscript{1579} *U.S. EPA. (2009, p. 12)  
\textsuperscript{1580} *U.S. EPA. (2009, p. 12)  
\textsuperscript{1581} *U.S. EPA. (2009, p. 13)  
\textsuperscript{1582} *NOAA. Living Shoreline Planning and Implementation (website). (2011)  
\textsuperscript{1583} *NOAA. Living Shoreline Planning and Implementation (website). (2011)  
\textsuperscript{1584} *NOAA. Living Shoreline Planning and Implementation (website). (2011)  
\textsuperscript{1585} *U.S. EPA. (2009, p. 13)
Land exchange and acquisition: Land exchange and acquisition programs allow for coastal land to be freed up for preservation uses. For example, a land acquisition program could purchase coastal land that is damaged or prone to damage and use it for conservation. Benefits of land acquisition include providing a buffer to inland areas and preventing development on the land. Constraints include costs and the availability of land to purchase. A land exchange program, such as a conservation easement, typically transfers some development and management options — such as the right to subdivide or to cut trees — from the landowner to a nonprofit or governmental organization that holds those rights. The landowner reserves certain rights, such as the right to build additional homes or add roads and also continues to own the property and manage it within the bounds set by the easement. The easement holder is responsible for monitoring and enforcing easement specifications. Benefits of land exchange programs include the preservation of open space and making more land available to protect estuaries. One constraint is that if an easement requirement cannot be readily monitored, it likely cannot be enforced.

Maintain sediment transport

Sediment management is an important aspect of shoreline management and supports some of the other measures discussed in this category and the previous. It requires an understanding of sedimentation processes in the management area, recognizes the importance of sand and other sediments in protecting, maintaining, and restoring the shoreline and its associated waters and ecosystems, and incorporates activities affecting the erosion, transport, deposition, and removal of sediment. These activities include dredging and placing sediment, building shore protection structures and other structures that trap or divert sediment, and mining.

Trap or add sand through beach nourishment: Beach nourishment is the addition of sand to a shoreline to enhance or create a beach area, which creates protective beach for inland areas and replenishes sand lost to erosion. To maintain beaches, nourishment activities must be done repeatedly, as they treat only the symptoms and not the causes of the erosion. There are also high costs associated with importing beach material. However, even though beach nourishment efforts are typically costly and of uncertain value as a long-run solution to rising
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seas, they are among the only tools available to protect certain coastal wetlands and pre-existing communities.\textsuperscript{1601}

- **Trap sand through construction of groins:** Groins are a barrier-type structure that traps sand by interrupting longshore transport.\textsuperscript{1602} This creates a more natural shore face than bulkheads or revetments and is a quick fix.\textsuperscript{1603} However, it can trigger or accelerate erosion on the downdrift side and loss of beach habitat.\textsuperscript{1604}

- **Reduce the diversion of water into channels and other stream diversions:** This permits adequate sedimentation flows to build up coastal wetlands.\textsuperscript{1605} Policies to increase sedimentation flows are weighed against the possibility that they may contradict policies meant to reduce the increased variability of precipitation on agricultural and drinking water supplies.\textsuperscript{1606}

- **Promote wetland accretion by introducing sediment:** Promoting wetland accretion by introducing sediment helps maintain sediment transport to wetlands, which helps protect coastal land from storms.\textsuperscript{1607} However, it requires continual management and can be very costly.\textsuperscript{1608}

**Maintain water quality**

Two options to help maintain water quality in a changing climate are:

- **Plug drainage canals:** Plugging drainage canals prevents subsidence-inducing saltwater intrusion and protects land subject to flooding.\textsuperscript{1609} However, it may eliminate transportation routes.\textsuperscript{1610}

- **Prevent or limit groundwater extraction from shallow aquifers:** Preventing or limiting groundwater extraction reduces relative sea level rise by preventing subsidence and reducing saltwater intrusion into freshwater aquifers.\textsuperscript{1611} However, an alternative water source may need to be found.\textsuperscript{1612}

**Preserve habitat for vulnerable species**

Several options are available to help preserve habitat for vulnerable species in a changing climate.

**Establish, expand, and/or connect protected areas and refugia**

A number of studies provide evidence of elevated biodiversity within protected areas, with the greatest benefit accruing to nonmigratory species.\textsuperscript{1613} For example, effectively managed Marine Protected Areas

\textsuperscript{1601} *Kling and Sanchirico. (2009, p. 43)
\textsuperscript{1602} *U.S. EPA. (2009, p. 14)
\textsuperscript{1603} *U.S. EPA. (2009, p. 14)
\textsuperscript{1604} *U.S. EPA. (2009, p. 14)
\textsuperscript{1605} *Kling and Sanchirico. (2009, p. 43)
\textsuperscript{1606} *Kling and Sanchirico. (2009, p. 43)
\textsuperscript{1607} *U.S. EPA. (2009, p. 12)
\textsuperscript{1608} *U.S. EPA. (2009, p. 12)
\textsuperscript{1609} *U.S. EPA. (2009, p. 19)
\textsuperscript{1610} *U.S. EPA. (2009, p. 19)
\textsuperscript{1611} *U.S. EPA. (2009, p. 19)
\textsuperscript{1612} *U.S. EPA. (2009, p. 19)
\textsuperscript{1613} *Kling and Sanchirico. (2009, p. 40). The authors cite Halpern (2003) for this information.
(MPAs) can be used to strategically target habitats and geographic areas that are critical to maintaining ecosystem goods (such as fisheries) and services (such as coastal protection, tourism and recreational use).\(^{1614}\) MPAs are defined by the World Conservation Union (IUCN) as any area of intertidal or subtidal terrain, together with its overlaying waters, and associated flora, fauna, historical and cultural features, which has been reserved by law or other effective means to protect part, or all, of the enclosed environment.\(^{1615}\) MPAs can be embedded within larger management and zoning efforts - such as coastal zone management, seascapes or networks of MPAs - or used as a stand-alone measure.\(^{1616}\) Ideally, MPAs should be part of a larger management effort, but the lack of resources and capacity often necessitate a more limited and targeted approach.\(^{1617}\) Regardless of their size or configuration, most MPAs use zoning schemes to designate certain areas for particular human uses or for ecological reserves.\(^{1618}\) Most MPAs include at least one core area within which all extractive and direct impact activities such as fishing and boat anchoring are prohibited.\(^{1619}\) To design MPAs, the following information may be gathered or incorporated:

- Compile or develop resource maps that depict key habitat, species location, and population and migration patterns.\(^{1620}\) For example:
  - Map habitat types including location, area covered, structural elements (sand, kelp forests, seagrass beds, boulders, etc.), and functional elements (e.g. spawning grounds for particular species, nursery grounds, etc.).\(^{1621}\)
  - Identify key biotic and abiotic variables controlling species distribution in the region, and how they will be affected by climate change.\(^{1622}\)
  - Identify the areas that may be more resilient to sea surface temperature change, or can help mitigate against sea level rise or increased frequency of storms.\(^{1623}\)
  - Account for the likelihood that species ranges—at least the ranges of mid-latitude species—will move toward the poles as the oceans warm.\(^{1624}\)

- Identify nearshore currents and source and sink areas for seeds/larvae to replenish species in the MPA.\(^{1625}\)

- Determine if there are areas with reduced water circulation, upwelling and high sea surface temperatures, which might be increasingly vulnerable to climate change.\(^{1626}\)

- Design reserves to provide temperature refugia.\(^{1627}\) While shifting habitats to greater depth and higher latitudes is one way of finding cooler temperatures, most regions have identifiable “hot spots” and “cold spots” due to factors such as upwelling, shade, subhabitats, timing of
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Designing reserves to include “cold spots” may reduce thermal stress from climate change. Designing reserves to include “cold spots” may reduce thermal stress from climate change.

- Establish reserves in transitional zones between biogeographic regions as well as in core areas and add an “insurance factor” to reserve size calculations. As climate changes, the “best” area for a species may shift away from what had been the core of its range. An insurance factor is extra area added to the reserve, and assures that a reserve’s function goals are met despite catastrophes. Such an approach could also be effective in buffering against possible effects of climate change, and would work well in conjunction with other hedging approaches. This approach may be ineffective in protecting many spatially restricted habitats and ecosystems.

- Design reserves based on features of the environment unlikely to change (e.g. physiographic features such as topography) and that show resistance and resilience to climate change.

- Determine the types and intensities of resource uses and identify stakeholder dependency on fishing, tourism, and mining in the area. Identify existing community resident perceptions of resource access and use rights.

- Identify the larger watersheds and river systems affecting the MPA, nearby human settlements and up-current sources of pollutants.

- Determine which species and habitats are most vulnerable currently and in the future. Determine representative and replicate sites as insurance against future impacts.

Design estuaries with dynamic boundaries and buffers

Buffers are land use regulations designed to reduce the impacts of land uses (e.g., development) on natural resources by providing a transition zone between a resource and human activities. Ecological buffer zones (buffers) are similar to setbacks (and may be included within setbacks), but are typically designed to protect the natural, rather than the built, environment. By protecting natural resources, buffers protect the natural and beneficial functions those resources provide. Protective services include providing habitat and connectivity; minimizing erosion and flooding by stabilizing soil, providing flood storage, and reducing flood velocities; and improving water quality through filtration of harmful
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1643 *NOAA. (2010, p. 85)
1644

[205]
sediment, pollutants, and nutrients. Buffers also protect breeding and foraging habits of highly migratory species.

Typically, buffers are maintained in their natural vegetative state and activities such as vegetation removal, soil disturbance, and construction are restricted or prohibited. As climate changes, buffers

Case Study 3. Federal, Tribal, and non-profit partners restore and study the Nisqually Delta (WA) to promote the recovery and resiliency of a treasured ecosystem in light of climate change and other stressors.

Climate stressors addressed: Increased frequency and severity of storms; SLR

Tidal wetlands restored by the Nisqually Indian Tribe and the Nisqually National Wildlife Refuge represent the largest estuarine restoration project in the Pacific Northwest, furthering the recovery of Puget Sound salmon and wildlife populations. Over the past decade, the Refuge and Tribe have restored 900 acres of estuarine habitat in the Nisqually Delta. With close partners, including Ducks Unlimited, more than 21 miles of historic tidal sloughs and historical floodplains have been reconnected to Puget Sound, increasing potential salt marsh habitat in the southern reach of Puget Sound by approximately 55%. The U.S. Geological Survey (USGS), in partnership with the Tribe and Refuge, is evaluating habitat development and changes in ecosystem functions associated with large-scale restoration, by conducting elevation, hydrology, geomorphology, vegetation, birds, fish, and invertebrate prey surveys. A sediment budget is being developed for the Delta to assess whether sufficient sedimentation will occur and enable the marsh and delta to accrete given present and projected rates of sea level rise and historic subsidence. Elevation and sedimentation data using surface elevation tables (SETs), feldspar marker horizons, and short cores will be compared to measured sediment fluxes through restored channels to quantify sediment transport and delivery. Vegetation development and habitat availability for birds will be evaluated using inundation (calculated from elevation and hydrology datasets) and salinity parameters. As the restoration progresses, the Tribe, USGS, and partners are also assessing the capacity and functioning of the restoring habitat to support salmonids, such as juvenile Chinook (Oncorhynchus tshawytscha). The monitoring and applied research forms the basis of models assessing near- and long-term restoration trajectories associated with climate and land-use change. These model scenarios can ultimately provide information to help land owners and land managers make decisions about future restorations and management in light of climate change and other stressors. Furthermore, estuary restoration is coupled with expansion of the Refuge boundary by 3,479 acres, providing future opportunities for protection, land acquisition, and upland migration of diverse habitats in response to climate change. In conclusion, the Nisqually Delta restorations helps promote system resiliency to loss of habitats and biodiversity, climate change effects such as increased winter storms, rainfall, and flooding, and rise in sea levels resulting in loss of shoreline areas.

Sources: [www.nisquallydeltarestoration.org](http://www.nisquallydeltarestoration.org); Tide Returns to Nisqually Estuary (press release); Nisqually NWR CCP; unstructured interviews (December 2010 & April, July, & August 2011). All websites accessed 8.23.2011.
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will also be able to support inland wetland migration as well as carbon sequestration. The effectiveness of any buffer will depend on several factors, including size, elevation, vegetation, slope, soil, permitted activities, adjacent land uses, stormwater flow, and erosion rate. In addition, effectiveness will also be dependent on property owner compliance and the monitoring and enforcement of buffer regulations. In highly developed areas, boundaries may already be unmovable.

**Connect landscapes with corridors to enable migrations**

The highly fragmented nature of today’s landscapes has led many conservation biologists to promote increasing connectivity among protected areas to enhance movement in a changing climate (e.g., connecting protected lands along a coastline). Corridors allow for species migration with climate change and sustain wildlife biodiversity across the landscape. The ability to move through a corridor depends on species-specific behavior and habitat affinities. Given that many species, with diverse habitat requirements and dispersal abilities, will need to move in response to climate change, species-based corridor approaches may not be adequate or feasible. Further, significant effort and resources may be required. Two additional approaches to increasing connectivity have been proposed. First, small stepping-stone reserves can be placed between larger reserves to facilitate movement. The second approach is to manage the lands or waters between protected areas in ways that allow the most species to move through these spaces. Such approaches have been referred to as softening or managing the matrix. Some combination of matrix management, stepping-stone reserves, and corridors will likely allow the most movement in response to climate change. **For further information on reserves, please see “Establish, expand, and/or connect protected areas and refugia.”**

**Prohibit or remove hard protection or other barriers to tidal and riverine flow**

The prohibition or removal of barriers to tidal and riverine flow such as dikes may allow species and wetlands to migrate inland. Removal of barriers may be costly and destructive to shoreline property.

---
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Preserve and restore the structural complexity and biodiversity of vegetation in tidal marshes, seagrass meadows, and mangroves

Vegetation protects against erosion, protects mainland shorelines from tidal energy, storm surge, and wave forces, filters pollutants, and absorbs atmospheric CO$_2$.\textsuperscript{1662} This helps maintain water quality as well as shorelines, and may aid invasive species management.\textsuperscript{1663}

Identify and protect ecologically significant ("critical") areas

Protecting critical areas such as nursery grounds, spawning grounds, and areas of high species diversity will promote biodiversity and ecosystem services.\textsuperscript{1664} For example, critical areas produce and add nutrients to coastal systems, and serve as refugia and nurseries for species.\textsuperscript{1665} However, federal or state protection may be required.\textsuperscript{1666}

Additional actions

The following adaptation actions for preserving habitat for vulnerable species were found in the literature, but were not described in detail or are described elsewhere in this report:

- Retreat from, and abandonment of, coastal barriers: This may help protect estuaries, allowing them to return to their natural habitat, but may be politically unfavorable due to the high value of coastal property and infrastructure.\textsuperscript{1667}
- Purchase upland development rights or property rights: Please see the section "Maintain shorelines" for an explanation of land acquisition.
- Replicate coastal habitat types in multiple areas to spread risks associated with climate change: Biodiversity and critical areas are protected, but land may not be available to replicate habitats.\textsuperscript{1668}
- Expand land use planning horizons to incorporate longer climate predictions: Longer planning horizons could inhibit risky development and provide protection for estuarine habitats.\textsuperscript{1669} However, land use plans rarely incorporate hard prohibitions against development close to sensitive habitats and have limited durability over time.\textsuperscript{1670}
- Adapt protections of important biogeochemical zones and critical habitats: As the locations of critical habitats and biogeochemical zones change with climate, adapting protections allows for migration of critical areas, but will require consistent monitoring efforts.\textsuperscript{1671}

Manage invasive species in a changing climate

In a 2008 report, the EPA’s National Center for Environmental Assessment recommended the following initial steps to incorporate climate change into aquatic invasive species management plans:

- Incorporate climate change considerations into leadership and coordination activities;
- Identify new aquatic invasive species threats as a result of climate change;
- Identify ecosystem vulnerabilities and improve methods to increase ecosystem resilience;
- Evaluate the effectiveness of control mechanisms under changing conditions; and,
- Manage information systems to include considerations of changing conditions.  

An aquatic invasive species program that considers climate change would also include a comprehensive monitoring system that can detect new aquatic invasive species and changes in existing ones and how they affect the management area.

Two additional options are available for managing invasive species in a changing climate:

- **Strengthen rules that prevent the introductions of invasive species:** Given the extreme difficulty and high cost of eradication of self-sustaining marine non-native invasive species populations, the most fruitful avenues for adapting to increased recruitment probability are regulations and incentive schemes targeting key introduction pathways, including ballast water, aquaculture, the exotic pet and aquarium trade, and the seafood trade.  

References:

- NOAA. (2010, p. 92)
- NOAA. (2010, p. 93)
- Kling and Sanchirico. (2009, p. 41). The authors cite Ruiz et al. (2000b) and Williams and Grosholz (2008) for this information.
water range from low-tech options, such as ballast water exchange outside of less-saline estuaries, to biocide and the use of treatment facilities, such as those currently in place at California ports.¹⁶⁷⁵ No-discharge zones for ballast water are another option.¹⁶⁷⁶ Ballast water exchange is considered by some to be an inadequate response because it is ineffective against species capable of surviving more saline water or within drained ballasts.¹⁶⁷⁷ Current alternatives that would allow for the treatment of ballast water are costly; the cost of retrofitting a single commercial vessel to enable it to interface with existing port-based treatment facilities has been estimated at close to $400,000.¹⁶⁷⁸

- **Remove invasive species and restore native species**: Local removals of invasives are viable to improve marsh characteristics that promote fish and wildlife.¹⁶⁷⁹ It may be difficult to implement on a larger scale.¹⁶⁸⁰
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8. STATUS OF ADAPTATION STRATEGIES AND PLANS IN THE STATES, PROVINCES, AND SELECTED TRIBAL NATIONS OF THE NPLCC

Alaska

To address the impacts of climate change on Alaska, Governor Sarah Palin signed Administrative Order 238 on September 14, 2007, which established and charged the Alaska Climate Change Sub-Cabinet to advise the Office of the Governor on the preparation and implementation of a comprehensive Alaska Climate Change Strategy (AO 238). The Adaptation Advisory Group (AAG) was charged with evaluating and developing options to adapt to climate change. The Final Report Submitted by the Adaptation Advisory Group to the Alaska Climate Change Sub-Cabinet was released in January 2010. The types of recommendations made by the AAG vary. The options cover four broad sectors (public infrastructure, health and culture, natural systems, and economic activities) and range from new systems approaches and institutional structures to adoption of new or revised policies, initiatives, and other actions. The Sub-Cabinet will consider these, as well as recommendations from the Immediate Action Work Group, the Mitigation Advisory Group, and the Research Needs Work Group in the context of other complementary efforts. A comprehensive Climate Change Strategy for Alaska will then be drafted for consideration by the Governor.

Yukon Territory

Within the Yukon Territory (186,272 mi², 482,443 km²), the only land within the NPLCC region is that covered by the Kluane National Park and Preserve (8,487 miles², 21,980 km²; ~4.6% of total area in Yukon Territory), located in the southwest corner of the Territory. Parks Canada lists impacts in its Pacific Coast parks largely consistent with those described in this report for the region: higher temperatures, a moderate increase in winter precipitation and drier summers, increased ocean surface temperatures, greater storm intensity, and altered ocean currents (please see relevant sections of this report for further information). Information on climate change adaptation planning for the Kluane National Park and Preserve was limited; however, information on adaptation planning by the Government of Yukon is described below.

The Government of Yukon Climate Change Strategy, released in 2006, sets out the government’s role and key goals for its response to climate change. After its release, Environment Yukon began researching and collecting information needed to develop the Yukon Government Climate Change Action Plan, which was released February 2009. The Climate Change Strategy includes broad goals targeted at enhancing
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the awareness and understanding of climate change impacts, taking measures to reduce the levels of greenhouse gas emissions in Yukon, building environmental, social and economic systems that are able to adapt to climate change impacts and positioning Yukon as a northern leader for applied climate change research and innovation. The Action Plan, providing clear direction and action, advances the goals of the Climate Change Strategy. The four goals outlined in the Action Plan are: (1) enhance knowledge and understanding of climate change; (2) adapt to climate change; (3) reduce greenhouse gas emissions; and, (4) lead Yukon action in response to climate change.

Preparation of the Action Plan included discussions with a wide variety of government and non-government representatives, an interdepartmental workshop, working-group meetings and several external workshops. A draft of the Action Plan was circulated for public comment from May 12 to July 31, 2008 before its release in February 2009.

The Yukon government will pursue the implementation of its Climate Change Strategy in partnership and collaboration with First Nation governments, municipalities, industry, the public, the other northern territories and the provinces, the federal government and other governments around the world. Implementation of the Action Plan will involve all departments and agencies of the Yukon government. The Yukon government will also work with partners to meet the challenges and opportunities of climate change in Yukon – other governments, non-governmental organizations, industry, and the academic community.

**British Columbia**

Building on a framework established in 2007, British Columbia released a Climate Action Plan in 2008. The section on adaptation outlines a range of coordinated actions to help B.C. adapt to climate change, including options for investing in new ideas and solutions, protecting forests, protecting water, and building carbon smart communities. The Climate Change Adaptation Strategy addresses three main themes that provide a solid framework to address climate change impacts and adaptation: (1) build a strong foundation of knowledge and tools to help public and private decision-makers across B.C. prepare for a changing climate, (2) make adaptation a part of B.C. Government’s business, ensuring that climate change impacts are considered in planning and decision-making across government, and (3) assessing risks and implementing priority adaptation actions in key climate sensitive sectors.

---

1692 *Yukon Government. (July 2006, p. 1)
1693 *Yukon Government. (February 2009, p. 5)
1694 *Yukon Government. (February 2009, p. 7)
1695 *Yukon Government. (February 2009, p. 9)
1696 *Yukon Government. (February 2009, p. 9)
1697 *Yukon Government. (July 2006, p. 1)
1698 *Yukon Government. (February 2009, p. 5)
1699 *Yukon Government. (February 2009, p. 5)
Washington

In the spring of 2009, Governor Gregoire signed legislation (E2SSB 5560) that included provisions for
the formation of an “integrated climate change response strategy” that would “better enable state and
local agencies, public and private businesses, nongovernmental organizations, and individuals to prepare
for, address, and adapt to the impacts of climate change.” The legislation directs Ecology, in
partnership with the departments of Agriculture, Commerce, Fish and Wildlife, Natural Resources, and
Transportation to develop an initial state strategy by December of 2011.

Four Topic Advisory Groups (TAGs) were formed to assist in developing a state strategy for how
Washington can prepare for and adapt to the impacts of climate change. The TAGs are structured
around four areas (built environment, infrastructure, and communities; human health and security;
ecosystems, species, and habitats; natural resources) and will address a wide range of key issues that
citizens, governments, and businesses will face in a changing climate. The Departments of
Agriculture, Ecology, Fish and Wildlife, Health, Natural Resources, Transportation, and the University of
Washington lead TAGs that examine climate change impacts and identify preparation and adaptation
strategies as well as additional research needs. TAG members met regularly since their inception in
early 2010 through January 2011, including three cross-cutting TAG meetings. The draft strategy will
be completed in Spring 2011, followed by a period of public comment and outreach through Summer
2011. The final strategy will be submitted to the Legislature in December 2011.

Jamestown S’Klallam Tribe

In late 2009, Tribal Council approved a proposal by the Tribe’s Natural Resources Department to write a
formal Jamestown S’Klallam Plan for Climate Change. The purpose of the plan is to prepare for a
warming climate, and to help reduce the Tribe’s carbon footprint, to slow down the warming planet.

Swinomish Indian Tribal Community

In the fall of 2008 the Swinomish Indian Tribal Community started work on a landmark two-year Climate
Change Initiative to study the impacts of climate change on the resources, assets, and community of the
Swinomish Indian Reservation and to develop recommendations on actions to adapt to projected
impacts. This followed issuance of a Proclamation by the Tribal Senate in 2007 directing action to

*Jamestown S’Klallam Tribe. (2011, p. 9)
*Swinomish Indian Tribal Community. Swinomish Climate Change Initiative: Climate Adaptation Action Plan.
(2010, p. 1)
study and assess climate change impacts on the Reservation.\textsuperscript{1714} Under the guidance and coordination of the Swinomish Office of Planning & Community Development, the first year of the project was devoted to assessment of projected impacts, as presented in an Impact Assessment Technical Report issued in the fall of 2009.\textsuperscript{1715} The second year of the project was focused on evaluation of strategies and options for recommended actions to counter identified impacts, which resulted in preparation and release of the \textit{Climate Adaptation Action Plan}.\textsuperscript{1716} The ultimate goal of the project was to help ensure an enduring and climate-resilient community that can meet the challenges of anticipated impacts in the years to come.\textsuperscript{1717}

The Action Plan discusses climate change within the context of Swinomish cultural traditions, community health, and cultural resilience, and reviews the relationship between tribal traditions and effective adaptation planning. This information, along with the climate change impacts assessed in the Technical Report and strategic evaluation of many adaptation options, was used to derive the adaptation goals, action recommendations and priorities described in the Action Plan. These are organized into four focal areas (coastal resources, upland resources, physical health, and community infrastructure and services). Strategic evaluation included assessment of six key objectives (comprehensive, sustainable, dynamic response, fiscally feasible, non-regulatory, and meets community goals).\textsuperscript{1718} Strategies were then screened against a number of key considerations (evaluation objectives met, existing authority and capacity versus required authority and capacity, potential internal and external partners, and timeframe anticipated for potential implementation), as well as the vulnerability and estimated risk to the system in question.\textsuperscript{1719} At time of writing, the Swinomish are moving forward on a number of their priority actions. For example, they are seeking grants for their work, evaluating existing management plans and regulations, and assessing needed changes to building and zoning codes. A description of the Swinomish Tribe’s Climate Adaptation Action Plan can be found at \url{http://www.swinomish-nsn.gov/climate_change/Docs/SITC_CC_AdaptationActionPlan_complete.pdf} (accessed 4.7.2011).

\section*{Tulalip Tribe}

The Tulalip Adaptation and Mitigation Policy Frameworks for Climate Change lists six criteria for incorporating policies and law in planning and management that allow the Tulalip Tribes to sustainably maintain healthy, resilient human communities in the face of change.\textsuperscript{1720} These policies and law need, among other things, to be \textit{integrated} (involve multiple independent sectors in the creation of holistic solutions that address a full range of natural and social factors), \textit{cross-scale} (address problems at multiple scales, and devise scale-appropriate actions, working to ensure policies and actions do not defeat measures taken at any one scale), \textit{adaptive} (monitor and respond to the effectiveness of efforts and advances in scientific and local knowledge, adapt objectives when necessary), \textit{restorative} (use historical baselines for mitigation goals for processes that maintain healthy watersheds and communities), \textit{participatory} (recognize stakeholder equity by including federal, state, tribal and local governments, businesses and citizens in the transparent development of baselines, objectives, and mitigation and
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adoption measures), and sustainable (design objectives and actions on a basis of ecological and cultural sustainability, and include mechanisms to ensure the sustained financial and administrative support for their implementation).  

Oregon

In October 2009, Governor Kulongoski of Oregon asked the directors of several state agencies, universities, research institutions and extension services to develop a climate change adaptation plan. Among other things, the plan provides a framework for state agencies to identify authorities, actions, research, and resources needed to increase Oregon’s capacity to address the likely effects of a changing climate. The Oregon Climate Change Adaptation Framework was released in December 2010. The Framework lays out eleven expected climate-related risks, the basic adaptive capacity to deal with those risks, short-term priority actions for each risk, and several steps that will evolve into a long-term process to improve Oregon’s capacity to adapt to variable and changing climate conditions.

Coquille Tribe

Building on the traditions and values of the Tribal community, the Coquille Indian Tribe is focused on developing a plan to adapt to the challenges presented by climate change and related threats to the tribe’s well-being. Currently, the tribe is focused on building capacity within the Tribal government to understand the impacts of climate change, engaging the tribal community in climate change discourse, and strengthening collaboration and partnerships with non-tribal organizations within the region. The Tribe has committees in place to identify and investigate the issues, including the Climate Change Committee and the Emergency Preparedness and Disaster Mitigation Committee. The Climate Change Committee, for example, was established in 2008 and has been tasked by Tribal Council to: become familiar with the causes of climate change and consequences of climate change to the Tribe, tribal members, tribal enterprises and the outlying community; evaluate practices, policies operations and enterprises and make recommendations regarding opportunities, adaptations and mitigations regarding the climate change process as it affects the Tribe and its members; and, provide information to the Tribal membership regarding the causes, effects and prudent responses to climate change. In addition to continuing current efforts, the Tribe is preparing a Climate Action Plan, a more detailed and informed plan that incorporates insight and knowledge from Tribal members, the Tribe’s natural resources and planning staff, information and data from climate scientists, research and other organizations dedicated to climate issues, and the assistance and resources available from local, state and federal government. The plan will help to further identify local risks to Coquille Tribal land and natural resources, infrastructure and transportation systems, and in turn, the Tribe’s culture, economy,

1721 *Tulalip Tribes. (2006, p. 2)
1722 *State of Oregon. The Oregon Climate Change Adaptation Framework. (2010, p. i)
1723 *State of Oregon. (2010, p. i)
1724 State of Oregon. (2010, p. i)
1725 *Institute for Tribal Environmental Professionals. Climate Change and the Coquille Indian Tribe: Planning for the effects of climate change and reducing greenhouse gas emissions (pdf). (2011, p. 1)
1726 *Institute for Tribal Environmental Professionals. (2011, p. 2)
1727 *Institute for Tribal Environmental Professionals. (2011, p. 2)
1728 *Institute for Tribal Environmental Professionals. (2011, p. 3)
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health, and safety. Additionally, impacts to other regions of the northwest and the world that may also bring adverse local impacts will be investigated. Further information on the Coquille Tribe’s efforts around climate change can be found at http://tribalclimate.uoregon.edu/files/2010/11/tribes_Coquille_web2.pdf (accessed 4.7. 2011).

California

California strengthened its commitment to managing the impacts from sea level rise, increased temperatures, shifting precipitation and extreme weather events when Governor Arnold Schwarzenegger signed Executive Order (EO) S-13-08 on November 14, 2008. The order called on state agencies to develop California’s first strategy to identify and prepare for these expected climate impacts. The California Natural Resources Agency (CNRA) has taken the lead in developing this adaptation strategy, working through the Climate Action Team (CAT). Seven sector-specific working groups led by twelve state agencies, boards and commissions, and numerous stakeholders were convened for this effort. The strategy proposes a comprehensive set of recommendations designed to inform and guide California decision-makers as they begin to develop policies that will protect the state, its residents and its resources from a range of climate change impacts. Four comprehensive state adaptation planning strategies were identified by all climate adaptation sectors. These strategies were intended to be in place or completed by the end of 2010.

Following a 45-day public comment period since its release as a Discussion Draft in August 2009, the CNRA and sector working groups have revised the strategy incorporating public stakeholder input. This document will be updated approximately every two years to incorporate progress in strategies and changing climate science. The current draft reviews projections for temperature, precipitation, sea level rise, and extreme events, then evaluates climate impacts by sector.

Yurok Tribe

In 2010, the Yurok Tribe received a grant from the U.S. Environmental Protection Agency for a Climate Change Impacts Assessment and Prioritization Project. The final goal of the project is the preparation and completion of the Yurok Tribe Climate Change Prioritization Plan and an initial assessment of potential climate change impacts that will serve as a guide for future tribal climate change research and planning efforts. The project also aims to build tribal government and community capacity via
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1736 *CA Natural Resources Agency. (2009, p. 4)
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technical training of the program staff and participation in national meetings. The project will engage the reservation community in potential localized changes through the production of educational materials, including a brochure outlining various opportunities to participate in local and regional climate change planning efforts.

West Coast Governor’s Agreement

On September 18, 2006 the Governors of California, Oregon and Washington announced the West Coast Governors’ Agreement on Ocean Health. The Agreement launched a new, proactive regional collaboration to protect and manage the ocean and coastal resources along the entire West Coast, as called for in the recommendations of the U.S. Commission on Ocean Policy and the Pew Oceans Commission. The Executive Committee established multiple workgroups, known as Action Coordination Teams (ACTs). At the present time, there are ten functioning ACTs: Climate Change, Integrated Ecosystem Assessment, Marine Debris, Ocean Awareness and Literacy, Polluted Runoff, Renewable Ocean Energy, Seafloor Mapping, Sediment Management, Spartina eradication, and Sustainable Ocean Communities. The primary objective of the Climate Change ACT is to create a framework and access to information that helps local governments wisely plan for the shoreline impacts resulting from climate change over the next several decades. The products from this ACT should assist state agencies in their various roles managing coastal lands, with an emphasis on those activities involving local land use and infrastructure planners as well as resource managers. In addition, this group will provide recommendations to facilitate continuing coordination among the states and federal agencies by identifying the common regional issues and solutions. Specifically, the Climate Change ACT seeks to provide access to tools and information that will allow the states to develop strategies necessary to address shoreline change, and for local governments to develop detailed vulnerability assessments.

1744 *U.S. EPA. (2011)
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IX. NEXT STEPS

In 2011 and 2012, National Wildlife Federation (NWF), in partnership with the University of Washington Climate Impacts Group (CIG), will convene six expert focus groups to confirm, augment, and disseminate the findings of this report. Leveraging NWF’s existing efforts in outreach and stakeholder engagement and CIG’s expertise conducting similar focus groups, NWF will utilize a participatory, integrative approach to engage experts in focus group discussions of climate change effects and adaptation strategies in marine and coastal ecosystems in the NPLCC geography.

Similar to the review process used to produce this final draft report, information gathered during focus group meetings will be incorporated into this report and reviewed by focus group participants as well as others. Focus groups will address climate change at both the local- and landscape-level, incorporating expert knowledge on the major effects resulting from climate change in marine and coastal ecosystems, the implications for biological communities across taxa and trophic levels, and adaptive approaches to address impacts into this report to produce the first picture of landscape-wide climate change effects in these ecosystems. Further, focus groups will confirm and revise the adaptation options described in the draft reports to produce a menu of policy and management options that respond to climate change in these ecosystems, and are therefore useful and relevant to management needs across the NPLCC landscape. The final product will be the first compilation of landscape-wide climate change impacts and adaptation approaches for the NPLCC region’s marine and coastal ecosystems.
X. APPENDICES

Appendix 1. Key Terms and Definitions

A

**Absolute sea level:** a measurement of sea level incorporating steric and eustatic effects

**Adaptive capacity:** the ability of a system to adjust to climate change (including climate variability and extremes), to moderate potential damages, to take advantage of opportunities, or to cope with the consequences.

**Aerosol:** highly dispersed solid or liquid particles suspended in a gas

**Anoxia:** a water column devoid of oxygen

**Aragonite:** a calcium carbonate (limestone) mineral, used by shell- or skeleton-forming, calcifying organisms such as corals (warm- and coldwater corals), some macroalgae, pteropods (marine snails) and non-pteropod molluscs such as bivalves (e.g., clams, oysters), cephalopods (e.g., squids, octopuses). Aragonite is more sensitive to ocean acidification than calcite, also used by many marine organisms.\(^{1754}\)

**Avulse:** when a river changes its course from one channel to another as a result of a flood.\(^{1755}\)

---


\(^{1755}\) Nicholls et al. (2007, p. 326)
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thousands or millions of years. Climate in a wider sense is the state, including a statistical description, of the climate system. The classical period of time is 30 years, as defined by the World Meteorological Organization (WMO).\textsuperscript{1759}

**Climate change:** Climate change refers to any change in climate over time, whether due to natural variability or as a result of human activity. This usage differs from that in the United Nations Framework Convention on Climate Change (UNFCCC), which defines ‘climate change’ as: ‘a change of climate which is attributed directly or indirectly to human activity that alters the composition of the global atmosphere and which is in addition to natural climate variability observed over comparable time periods’.\textsuperscript{1760}

**Climate change adaptation:** a dynamic management strategy that involves identifying, preparing for, and responding to expected climate change in order to promote ecological resilience, maintain ecological function, and provide the necessary elements to support biodiversity and sustainable ecosystem services.\textsuperscript{1761}

**Climate shift:** a rapid change in relatively stable physical ocean properties that affects biota and ecosystems

---

\textsuperscript{1759} Parry et al. (Eds.) (2007, p. 871)
\textsuperscript{1760} Parry et al. (Eds.) (2007, p. 871)
\textsuperscript{1761} Glick et al. (2009, p. 8).

---

**Climate threshold:** The point at which external forcing of the climate system, such as the increasing atmospheric concentration of greenhouse gases, triggers a significant climatic or environmental event which is considered unalterable, or recoverable only on very long time-scales, such as widespread bleaching of corals or a collapse of oceanic circulation systems.\textsuperscript{1762} *See also Threshold.*

**Climate variability:** Climate variability refers to variations in the mean state and other statistics (such as standard deviations, statistics of extremes, etc.) of the climate on all temporal and spatial scales beyond that of individual weather events. Variability may be due to natural internal processes within the climate system (internal variability), or to variations in natural or anthropogenic external forcing (external variability).\textsuperscript{1763}

**Coastal squeeze:** the squeeze of coastal ecosystems (e.g., salt marshes, mangroves and mud and sand flats) between rising sea levels and naturally or artificially fixed shorelines, including hard engineering defenses.\textsuperscript{1764}
**Delta**: landforms naturally shaped by a combination of river, wave and tide processes. River-dominated deltas receiving river sediment input show prominent levees and channels that meander or avulse, leaving abandoned channels on the coastal plains. Wave-dominated deltas are characterized by shore-parallel sand ridges, often coalescing into beach-ridge plains. Tide domination is indicated by exponentially tapering channels, with funnel-shaped mouths. Delta plains contain a diverse range of landforms but, at any time, only part of a delta is active, and this is usually river-dominated, whereas the abandoned delta plain receives little river flow and is progressively dominated by marine processes.\(^{1766}\)

**Ecosystem**: The interactive system formed from all living organisms and their abiotic (physical and chemical) environment within a given area. Ecosystems cover a hierarchy of spatial scales and can comprise the entire globe, biomes at the continental scale or small, well-circumscribed systems such as a small pond.\(^{1767}\)

**El Niño**: the warm phase of ENSO; characterized by stronger than average sea surface temperatures in the central and eastern equatorial Pacific Ocean, reduced strength of the easterly trade winds in the Tropical Pacific, and an eastward shift in the region of intense tropical rainfall

**El Niño-Southern Oscillation**: the major source of inter-annual climate variability in the Pacific Northwest (PNW), abbreviated ENSO. ENSO variations are more commonly known as **El Niño** (the warm phase of ENSO) or **La Niña** (the cool phase of ENSO)

**Estuary**: partially enclosed body of water formed where freshwater from rivers and streams flows into the ocean, mixing with the salty sea water; Primary estuarine problems include habitat alterations, degradation, and loss; diverted freshwater flows; marine sediment contamination; and exotic species introductions.\(^{1768}\) West Coast estuaries (defined as the coasts of BC, WA, OR, and CA) are geologically young and composed of a variety of geomorphological types.\(^{1769}\)

**Eustatic sea level rise**: changes in global ocean volume due to melting of ice caps, continental ice sheets and mountain glaciers, and thermal expansion due to rising water temperatures

**Expendable bathythermograph (XBT)**: a probe which is dropped from a ship and measures the temperature as it falls through the water. Two very small wires transmit the

\(^{1765}\) Nicholls et al. (2007, p. 326).
\(^{1766}\) Nicholls et al. (2007, p. 326).
\(^{1767}\) Parry et al. (Eds.) (2007, p. 874)
\(^{1768}\) PSNP (2003); PSNERP (2010); LCREP (2010); Snover et al. (2005, p. 28)
\(^{1769}\) Emmett et al. (2000, p. 765)
temperature data to the ship where it is recorded for later analysis. The probe is designed to fall at a known rate, so that the depth of the probe can be inferred from the time since it was launched. By plotting temperature as a function of depth, scientists can get a picture of the temperature profile of the water up to 4921 feet (1500 m) depth.

**Exposure (to climate change):** the nature and degree to which a system is exposed to significant climatic variations

**Extinction (of species):** the state of a species that no longer exists anywhere on Earth (includes wild and captive species)

**Extirpation (of species):** native species that no longer exist in the wild in any part of their original distribution area, although they may exist elsewhere

**Flux:** the amount of a substance flowing through an area over a certain period of time

**Gyre:** a spiral oceanic surface current moving in a clockwise direction

---

1770 NOAA. *Upper Ocean Thermal Center: The Expendable Bathythermograph (XBT) (website).* (2011)

1771 Parry et al. (Eds.) (2007, p. 876)
(climate change) Impacts: the effects of climate change on natural and human systems.\textsuperscript{1772}

**J**

Joule: a measure of energy, work, or quantity of heat

**K**

**L**

La Niña: the cool phase of ENSO; characterized by the opposite – cooler than average sea surface temperatures, stronger than normal easterly trade winds, and a westward shift in the region of intense tropical rainfall.

**M**

Nearshore: the estuarine/delta, marine shoreline and areas of shallow water from the top of the coastal bank or bluffs to the water at a depth of about 10 meters relative to Mean Lower Low Water. This is the average depth limit of light penetration. This zone incorporates geological and ecological processes, such as sediment movement, freshwater inputs, and subtidal light penetration, which are key to determining the distribution and condition of aquatic habitats. The nearshore extends landward into the tidally influenced freshwater heads of estuaries and coastal streams and includes deltas, beaches, mudflats, kelp and eelgrass beds, salt marshes, and gravel spits.\textsuperscript{1773}

**O**

Ocean acidification: process in which carbon dioxide is absorbed by seawater, and chemical reactions occur that reduce seawater pH, carbonate ion concentration, and saturation states of the biologically important calcium carbonate minerals (calcite and aragonite); the term used to describe the process responsible for the observed decline in average ocean pH since the Industrial Revolution (ca. 1800).

Oxygen minimum zone (OMZ): the depth of seawater at which oxygen saturation is at its lowest

**P**


\textsuperscript{1772} Parry et al. (Eds.) (2007, p. 876)

\textsuperscript{1773} PSNP (2003); PSNERP (2010)

pH: activity of hydrogen ions (which is closely related to concentration), expressed as \( \log_{10} \) (moles H\(^+\) liter\(^{-1}\))\(^{1774}\); a measure of the acidity or alkalinity (i.e. basicity) of a substance, ranging on a scale of 0 to 14, where 7 is “neutral” (neither acidic nor basic). The scale is logarithmic (i.e. a substance with pH 5 is ten times more acidic than a substance with pH 6).

Phenology: the study of natural phenomena that recur periodically (e.g. development stages, migration) and their relation to climate and seasonal changes.\(^{1775}\)

Phytoplankton: the plant forms of plankton; the dominant plants in the sea, and the basis of the entire marine food web. These single-celled organisms are the principal agents of photosynthetic carbon fixation in the ocean.\(^{1776}\)

Plankton: microscopic aquatic organisms that drift or swim weakly.\(^{1777}\) The plant form is phytoplankton and the animal form is zooplankton.

Precipitation: the general term for rainfall, snowfall and other forms of frozen or liquid water falling from clouds.

Puget Sound: a large estuary complex in the Pacific Northwest.

Radiative forcing: measure of the influence a factor has in altering the balance of incoming and outgoing energy in the Earth-atmosphere system; an index of the importance of the factor as a potential climate change mechanism.

Realignment adaptation: a type of adaptation typically used in already significantly disturbed systems in which the system (e.g., an organism, population, community, or ecosystem) is changed to be healthy under expected future conditions rather than returned to historical conditions.

Recruitment: the number of fish entering each size or age class.\(^{1778}\)

Relative sea level: a local increase in the level of the ocean relative to the land, which might be due to ocean rise and/or land level subsidence. In areas subject to rapid land-level uplift,\(^{1778}\)

\(^{1774}\) Dods & Whiles. (2010)
\(^{1775}\) Parry et al. (Eds.) (2007, p. 879)
\(^{1776}\) Parry et al. (Eds.) (2007, p. 879)
\(^{1777}\) Parry et al. (Eds.) (2007, p. 879)
\(^{1778}\) Dods & Whiles. (2010)
relative sea level can fall;\(^{1779}\) a measurement of sea level that includes local and regional ocean (e.g. altered wave heights due to upwelling or storms), land (e.g. uplift and subsidence), hydrologic (e.g. coastal runoff) and atmospheric (e.g. winds) dynamics in addition to eustatic and steric effects

**Relocation**: a type of adaptation in which a system (e.g., an organism, population, community, or ecosystem) is moved to a new location, either by natural processes or through human assistance (latter also known as assisted migration)

**Resilience**: the amount of change or disturbance that can be absorbed by a system (e.g., an organism, population, community, or ecosystem) before the system is redefined by a different set of processes and structures; the ability of a system to recover from change or disturbance without a major phase shift

**Resistance**: the ability of a system (e.g. an organism, population, community, or ecosystem) to withstand a change or disturbance without significant loss of structure or function

**Response adaptation**: a type of adaptation that facilitates the transition of ecosystems from current, natural states to new conditions brought about by a changing climate

---

\(^{1779}\) Parry et al. (Eds.) (2007, p. 881)

---

**Saltmarsh**: highly productive habitats found near river mouths where fresh and saltwater mix. Salt marshes support a mix of plant and animal species, including sedges, rushes, shrimp, crabs, salmon, terns and herons. The plants filter suspended sediments and nutrients, regulate dissolved oxygen in the water column, stabilize bottom sediments, and reduce flooding by retaining stormwater during high-flow periods. Salt marsh growth and distribution are affected by sea level, salinity, temperature, freshwater inputs, tidal flooding, and the physical characteristics of the landscape.\(^{1780}\)

**Saltwater intrusion / encroachment**: displacement of fresh surface water or groundwater by the advance of salt water due to its greater density; usually occurs in coastal and estuarine areas due to reducing land-based influence (e.g. from reduced runoff & associated groundwater recharge; from excessive water withdrawals from aquifers) or increasing marine influence (e.g., relative SLR).\(^{1781}\)

**Saturation horizon**: a natural depth boundary in seawater above which calcium carbonate forms, and below which it does not

---

\(^{1780}\) PSNP (2003); PSNERP (2010); LCREP (2010); Emmett et al. (2000, p. 765); Snover et al. (2005, p. 28)

\(^{1781}\) Parry et al. (Eds.) (2007, p. 880)
Saturation state of seawater: a measure of the thermodynamic potential for a mineral to form or dissolve

Sea level rise: an increase in the mean level of the ocean. See also eustatic sea level rise, steric sea level rise, absolute sea level, and relative sea level

Sensitivity (to climate change): the degree to which a system is affected, either adversely or beneficially, by climate-related stimuli.

Species diversity: generally measured as the number of species in an area and their evenness (relative abundance)

Species richness: the number of species in an area

Steric sea level rise: global and regional changes in ocean volume due to thermal expansion and salinity effects on water density (warmer, fresher water occupies more volume than colder, saltier water)

Stratification: density differences in water that can maintain stable layers

Thermal expansion: in connection with sea level rise, this refers to the increase in volume (and decrease in density) that results from warming water. A warming of the ocean leads to an expansion of the ocean volume and hence an increase in sea level.

Upwelling: process occurring when alongshore winds blow toward the equator along the western margin of continents, pushing surface waters offshore and replacing them with deeper, (100-200m), colder, saltier, nutrient and carbon dioxide-rich but oxygen-poor ocean waters moving up the continental shelf toward shore

Threshold: The level of magnitude of a system process at which sudden or rapid change occurs. A point or level at which new properties emerge in an ecological, economic or other system, invalidating predictions based on mathematical relationships that apply at lower levels. See also climate threshold.

Vulnerability (to climate change): the extent to which a species, habitat, or ecosystem is susceptible to harm from climate change impacts. It is a function of the character, magnitude, and rate of climate variation to which a system is exposed, its sensitivity, and its adaptive capacity.

1782 Dodds & Whiles. (2010)
1783 Dodds & Whiles. (2010)
1784 Dodds & Whiles. (2010)
1785 Parry et al. (Eds.) (2007, p. 882)
1786 Parry et al. (Eds.) (2007, p. 882)
**Vulnerability Assessment:** structured approaches to identify species and ecological systems likely to be most sensitive to climatic changes and assist managers in setting priorities for natural resource adaptation efforts and funding.

**WXYZ**

**Water column:** a conceptual column of water from surface to bottom sediments

**Water cycle** See *hydrologic cycle*

**Watt:** a measure of power (the rate at which work is performed or energy is converted) or radiant flux (the rate of flow of electromagnetic waves); one Watt (W) is equivalent to one Joule per second (J/s)

**Wetland:** lands transitional between terrestrial and aquatic systems where the water table is usually at or near the surface or the land is covered by shallow water.\(^{1787}\), areas inundated or saturated by surface or groundwater at a frequency and duration sufficient to support a prevalence of vegetation adapted for life in saturated soil conditions\(^{1788}\)

---

\(^{1787}\) U.S. FWS. 660 FW 2, *Wetlands Classification System (website).* (1993)

\(^{1788}\) Dodds & Whiles. (2010)
Appendix 2. SRES Scenarios and Climate Modeling

The explanation of SRES scenarios is excerpted from the IPCC’s AR4 Synthesis Report (p. 44). Figure 28 was accessed online at http://sedac.ciesin.columbia.edu/ddc/sres/, December 2, 2010.

SRES scenarios

SRES refers to the scenarios described in the IPCC Special Report on Emissions Scenarios (SRES, 2000). The SRES scenarios are grouped into four scenario families (A1, A2, B1 and B2) that explore alternative development pathways, covering a wide range of demographic, economic and technological driving forces and resulting GHG emissions. The SRES scenarios do not include additional climate policies above current ones. The emissions projections are widely used in the assessments of future climate change, and their underlying assumptions with respect to socio-economic, demographic and technological change serve as inputs to many recent climate change vulnerability and impact assessments. {WGI 10.1; WGII 2.4; WGIII TS.1, SPM}

The A1 storyline assumes a world of very rapid economic growth, a global population that peaks in mid-century and rapid introduction of new and more efficient technologies. A1 is divided into three groups that describe alternative directions of technological change: fossil intensive (A1FI), non-fossil energy resources (A1T) and a balance across all sources (A1B). B1 describes a convergent world, with the same global population as A1, but with more rapid changes in economic structures toward a service and information economy. B2 describes a world with intermediate population and economic growth, emphasising local solutions to economic, social, and environmental sustainability. A2 describes a very heterogeneous world with high population growth, slow economic development and slow technological change. No likelihood has been attached to any of the SRES scenarios. {WGIII TS.1, SPM}

Climate modeling

Global Models

Envisioning global climate in a future with much higher greenhouse gases requires the use of physically based numerical models of the ocean, atmosphere, land, and ice, often called global climate models.
(GCMs) or climate system models.\textsuperscript{1789} A common set of simulations using 21 GCMs was coordinated through the Intergovernmental Panel on Climate Change (IPCC).\textsuperscript{1790} These models typically resolve the atmosphere with between 6,000 and 15,000 grid squares horizontally, and with between 12 and 56 atmospheric layers.\textsuperscript{1791}

Simulations of 21\textsuperscript{st} century climate require projections of future greenhouse gases and sulfate aerosols (which reflect sunlight and also promote cloud formation, thereby offsetting greenhouse gases locally), of which more than 40 were produced and six “marker” scenarios selected (B1, B2, A1, A1B, A1F1, A2) under the auspices of the IPCC.\textsuperscript{1792} Three of these scenarios were commonly chosen for forcing the GCMs: B1, A1B, and A2.\textsuperscript{1793} A2 produces the highest climate forcing by the end of the century, but before mid-century, none of the scenarios is consistently the highest.\textsuperscript{1794} Though B1 is the lowest of the IPCC illustrative scenarios, it still produces changes in climate that many scientists call “dangerous” — a threshold that a growing number of political leaders have stated their intention to avoid.\textsuperscript{1795} At the high end, scenario A1FI results in even higher climate forcing by 2100 than A2 or A1B.\textsuperscript{1796} Mid-2000s global emissions of CO\textsubscript{2} exceeded even the A1FI scenario.\textsuperscript{1797}

**Downscaled Climate Models**

*Note: While the information described here pertains to Washington State, it is often applicable for sub-global (e.g., regional, local) modeling elsewhere.*

Global climate models do not account for the atmospheric processes that determine the unique spatially heterogeneous climatic features of Washington.\textsuperscript{1798} Statistical downscaling is based on fine-scale data derived using assumptions about how temperature and precipitation vary over complex terrain in order to interpolate the sparse station network (about 50-km spacing) to a 0.0625° grid.\textsuperscript{1799} Information simulated by the coarse-resolution global models (with output on a 100-to-300 km grid) is then used to project the future climate.\textsuperscript{1800} This approach represents the mean climate and local regimes quite well but does not take into account how the terrain influences individual weather systems.\textsuperscript{1801}

Salathé, Jr. et al.’s (2010) results show that, with increased spatial resolution relative to global models, regional climate models can represent the local forcing from the complex terrain to produce more realistic spatial and temporal variability of temperature, precipitation, and snowpack in the State of
With the ability to resolve topographic effects, more robust changes in mountain snowpack and extreme precipitation emerge. These changes are consistent between the two regional simulations despite differences in seasonal precipitation and temperature changes in the global and regional model results. It is clear that changes in the seasonal climate and the frequency of extreme events may be locally much more intense than can be inferred from statistical methods. The implication is that, while a valuable tool for regional climate impacts assessment, multi-model ensembles of global climate projections and statistical methods may under represent the local severity of climate change.

\begin{flushleft}
\textsuperscript{1803} *Salathé, Jr. et al. (2009, p. 65)
\textsuperscript{1804} *Salathé, Jr. et al. (2009, p. 65)
\textsuperscript{1805} *Salathé, Jr. et al. (2009, p. 65)
\textsuperscript{1806} *Salathé, Jr. et al. (2009, p. 65)
\end{flushleft}
Appendix 3. Major Climate Patterns in the NPLCC: ENSO and PDO

This explanation is excerpted from a webpage written by Nathan J. Mantua (Ph.D.) of the University of Washington’s Joint Institute for the Study of the Atmosphere and Oceans and Climate Impacts Group. The webpage is not copied in its entirety; sections that explain climate variability and its impacts on climate in the NPLCC region are emphasized. The full-text can be accessed at http://www.atmos.washington.edu/~mantua/REPORTS/PDO/PDO_cs.htm (accessed December 9, 2010).

Introduction

In addition to El Niño, there are other heavily researched climate patterns that exert important influences on regional climates around the world. For instance, many studies highlight the relative importance of the Pacific Decadal Oscillation and Arctic Oscillation/North Atlantic Oscillation in North American climate. Each of these major patterns—El Niño/Southern Oscillation, Pacific Decadal Oscillation, and Arctic Oscillation/North Atlantic Oscillation—has characteristic signatures in seasonally changing patterns of wind, air temperature, and precipitation; each pattern also has a typical life time for any given "event".

A PDO definition

The Pacific Decadal Oscillation, or PDO, is often described as a long-lived El Niño-like pattern of Pacific climate variability (Zhang et al. 1997). As seen with the better-known El Niño/Southern Oscillation (ENSO), extremes in the PDO pattern are marked by widespread variations in Pacific Basin and North American climate. In parallel with the ENSO phenomenon, the extreme phases of the PDO have been classified as being either warm or cool, as defined by ocean temperature anomalies in the northeast and tropical Pacific Ocean.

Two main characteristics distinguish the PDO from ENSO. First, typical PDO "events" have shown remarkable persistence relative to that attributed to ENSO events - in this century, major PDO eras have persisted for 20 to 30 years (Mantua et al. 1997, Minobe 1997). Second, the climatic fingerprints of the PDO are most visible in the North Pacific/North American sector, while secondary signatures exist in the tropics - the opposite is true for ENSO. Several independent studies find evidence for just two full PDO cycles in the past century (e.g. Mantua et al. 1997, Minobe 1997): cool PDO regimes prevailed from 1890-1924 and again from 1947-1976, while warm PDO regimes dominated from 1925-1946 and from 1977 through (at least) the mid-1990's. Recent changes in Pacific climate suggest a possible reversal to cool PDO conditions in 1998, an issue that is discussed in more detail at the end of this article.

The North American climate anomalies associated with PDO warm and cool extremes are broadly similar to those connected with El Niño and La Niña (Latif and Barnett 1995, Latif and Barnett 1996, Zhang et al. 1997, Mantua et al. 1997). Warm phases of the PDO are correlated with North American temperature and precipitation anomalies similar to those correlated with El Niño (Figure 4): above average winter and spring time temperatures in northwestern North America, below average temperatures in the southeastern US, above average winter and spring rainfall in the southern US and northern Mexico, and below average precipitation in the interior Pacific Northwest and Great Lakes regions. Cool phases of the PDO are simply correlated with the reverse climate anomaly patterns over North America (not shown), broadly similar to typical La Niña climate patterns. The PDO-related temperature and precipitation patterns are also strongly expressed in regional snow pack and stream flow anomalies, especially in western North America (see Cayan 1995, Mantua et al. 1997, Bitz and Battisti 1999, Nigam et al. 1999). A summary of major PDO climate anomalies are listed in Table 1.
Table 1: Summary of North American climate anomalies associated with extreme phases of the PDO.

<table>
<thead>
<tr>
<th>Climate Anomalies</th>
<th>Warm Phase PDO</th>
<th>Cool Phase PDO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean surface temperatures in the northeastern and tropical Pacific</td>
<td>Above average</td>
<td>Below average</td>
</tr>
<tr>
<td>October-March northwestern North American air temperatures</td>
<td>Above average</td>
<td>Below average</td>
</tr>
<tr>
<td>October-March Southeastern US air temperatures</td>
<td>Below average</td>
<td>Above average</td>
</tr>
<tr>
<td>October-March southern US/Northern Mexico precipitation</td>
<td>Above average</td>
<td>Below average</td>
</tr>
<tr>
<td>October-March Northwestern North America and Great Lakes precipitation</td>
<td>Below average</td>
<td>Above average</td>
</tr>
<tr>
<td>Northwestern North American spring time snow pack</td>
<td>Below average</td>
<td>Above average</td>
</tr>
<tr>
<td>Winter and spring time flood risk in the Pacific Northwest</td>
<td>Below average</td>
<td>Above average</td>
</tr>
</tbody>
</table>

An ENSO definition


The El Niño/Southern Oscillation (ENSO) is the major source of inter-annual climate variability in the Pacific Northwest (PNW). ENSO variations are more commonly known as El Niño (the warm phase of ENSO) or La Niña (the cool phase of ENSO).

An El Niño is characterized by stronger than average sea surface temperatures in the central and eastern equatorial Pacific Ocean, reduced strength of the easterly trade winds in the Tropical Pacific, and an eastward shift in the region of intense tropical rainfall. A La Niña is characterized by the opposite – cooler than average sea surface temperatures, stronger than normal easterly trade winds, and a westward shift in the region of intense tropical rainfall. Average years, i.e., years where there is no statistically significant deviation from average conditions at the equator, are called ENSO-neutral. Each ENSO phase typically lasts 6 to 18 months.

Although ENSO is centered in the tropics, the changes associated with El Niño and La Niña events affect climate around the world. ENSO events tend to form between April and June and typically reach full strength in December (hence the name El Niño, which is Spanish for “Little Boy” or “Christ Child”; La
Niña means “Little Girl”). The ENSO influence on PNW climate is strongest from October to March; by summer, Northern Hemisphere wind patterns are such that they effectively trap ENSO-related disturbances in the tropics.

The CIG has demonstrated numerous linkages between changes in ENSO and variations in PNW climate and natural resources. El Niño winters, for example, tend to be warmer and drier than average with below normal snowpack and streamflow. La Niña winters tend to be cooler and wetter than average with above normal snowpack and streamflow. These linkages and the availability of ENSO forecasts a few months to one year in advance of the event’s maturation provide resource managers opportunity to consider how a particular ENSO forecast may affect resource management choices.

**Interactions between ENSO and PDO**


The potential for temperature and precipitation extremes increases when ENSO and PDO are in the same phases and thereby reinforce each other. This additive effect is also seen in the region’s streamflow and snowpack. There is no evidence at this time to suggest that either PDO or ENSO dominates with respect to temperature and precipitation when the two climate patterns are in opposite phases (i.e., an El Niño during a cool phase PDO or a La Niña during a warm phase PDO). The opposite effects on temperature and precipitation can cancel each other out, but not in all cases and not always in the same direction. Similar effects are seen on regional streamflow.

**Implications for climate predictions**

*This explanation is excerpted from a webpage written by Nathan J. Mantua (Ph.D.) of the University of Washington’s Joint Institute for the Study of the Atmosphere and Oceans and CIG. The full-text can be accessed at* [http://www.atmos.washington.edu/~mantua/REPORTS/PDO/PDO_cs.htm](http://www.atmos.washington.edu/~mantua/REPORTS/PDO/PDO_cs.htm) *(accessed 1.18.2011).*

Recent studies suggest that ENSO teleconnections with North American climate are strongly dependent on the phase of the PDO, such that the "canonical" El Niño and La Niña patterns are only valid during years in which ENSO and PDO extremes are "in phase" (i.e. with warm PDO+El Niño, and cool PDO+La Niña, but not with other combinations) (Gershunov and Barnett 1999, Gershunov et al. 1999, McCabe and Dettinger 1999). Other studies have identified PDO connections with summer rainfall and drought in the US (Nigam et al. 1999), and the relative risks for winter and spring flood events in the Pacific Northwest (Hamlet and Lettenmeier, in press).
Appendix 4. Sea level Affecting Marshes Model (SLAMM): Limitations, Improvements, & Alternatives

Reviewers commented the report would benefit from a discussion of the SLAMM model, including limitations and alternatives. SLAMM simulates dominant processes involved in wetland conversions and shoreline modifications during long-term sea level rise (SLR). Within later versions of SLAMM (5.0, 6.0, 6.0.1 Beta), five primary processes can affect wetland fate under different scenarios of SLR: inundation, erosion, overwash, saturation, and salinity.

Development of the Model: SLAMM was first developed in the mid-1980s and is now managed by Warren Pinnacle Consulting, Inc. The most recent version was released January 2010 (version 6.0.1 Beta).

Model Limitations: Like all models, SLAMM makes certain simplifying assumptions and excludes certain processes and factors. Jonathan Clough of Warren Pinnacle Consulting, Inc. lists six primary limitations:

- No mass balance of solids (i.e., accretion rates are not affected by freshwater flow rates or nutrients; no consolidation of inundated tidal flats, beaches).
- It is not a detailed bathymetrical model (i.e., the tidal effects of estuary geometry are not predicted and must be entered as a model input; geometry effects on salinity are quite simple).
- There is no model of sea grasses or marine flora.
- The overwash model is subject to additional uncertainty (frequency of storms and magnitude of effects is uncertain; may be turned off or parameters refined).
- No concept of “marsh health” (e.g., transitional marsh produced when dry lands regularly inundated)
- Accretion rates are based on empirical relationships (not a mechanistic model; does not account for peat collapse)

Regarding SLAMM5 limitations, Kirwan and Guntenspergen (2009) cite a lack of feedback among variables that may be altered by changes in sea level and the use of declining accretion rates in the model. The latter may exacerbate projections of coastal vegetated habitat loss (e.g., convert to open water), particularly where habitat conversion may be more likely. Mcleod et al. (2004) note changes in wave regime from erosion or sub-surface vegetative properties are not modeled. Further, SLAMM lacks a socioeconomic component for estimating the costs of SLR, which may limit its usefulness in informing adaptation policies.

Recent Model Improvements: Based on feedback from scientists working in the field and the experience of modelers, SLAMM 6 was upgraded from previous versions. Key updates include:

- An accretion feedback component, wherein feedbacks based on wetland elevation, distance to channel, and salinity may be specified.
- A salinity model with the ability to specify multiple time-variable freshwater flows and habitat switching as a function of salinity. Estimates of salinity at Mean Lower-Low Water, Mean Higher-High Water, and Mean Tide Level are mapped.
Using an integrated elevation analysis, SLAMM will summarize site-specific categorized elevation ranges for wetlands. Ranges will be derived from Light-imaging Detection and Ranging (LiDAR) data or other high-resolution data sets.

Flexible elevation ranges for land categories, useful for situations in which site-specific data indicate that wetlands range beyond SLAMM defaults.

An improved user interface and improved memory management, including backwards compatibility with SLAMM5 and new maps of elevations, salinity, and variable accretion rates.

**Alternatives to SLAMM:** The USGS’s *Coastal Vulnerability Index* is a relative ranking of the likelihood that physical change will occur along the shoreline as sea level changes. *The Kirwan marsh model* couples sediment transport processes with vegetation biomass productivity. The more straight-forward “bathtub” models assess which coastal areas are likely to be inundated under various SLR scenarios based on coastal elevation. *Ecological landscape spatial simulation models* (e.g., BTELSS) incorporate environmental and biotic feedbacks to calculate the rate of marsh elevation change as a function of depth and sediment supply. They are often used to examine marsh platform evolution over hundreds of years. Finally, several multidisciplinary support tools have been developed that can provide information on potential physical, ecological, and socioeconomic impacts, e.g. *the Dynamic Interactive Vulnerability Assessment Tool*, which also assesses the costs and benefits of adaptation, and *SimCLIM*, which allows users to examine sectoral impacts, conduct sensitivity analyses, test adaptation measures under present and future conditions, and in some custom applications, to estimate monetary costs and benefits of adaptation.

Appendix 5. Resources for Adaptation Principles and Responses to Climate Change


   **Summary:** The report discusses the role U.S. agencies, Congress, states and local governments could play in implementing a national wetlands and climate change initiative (pp. 4-6). It also includes chapters on specific measures needed to better protect and adapt coastal and estuarine lands (pp. 7-10) and freshwater wetlands (pp.10-12). It concludes with a chapter on priority management-oriented and basic research needs (pp. 13-15)


   **Summary:** The report reviews the common barriers to climate change adaptation (including solutions; pp. 9-13), describes five overarching principles of climate change adaptation (pp. 12-17) and provides a six-stage framework to use as a guideline for developing adaptation strategies (pp. 18-23). It also includes sector-specific adaptation strategies for forests (pp. 23-29), grasslands and shrublands (pp. 30-35), rivers, streams, and floodplains (pp. 36-43), and coasts and estuaries (pp. 44-52).


   **Summary:** See Table 1 (pp. 18-22) for a list of recommendations for climate change adaptation strategies for biodiversity management.


   **Summary:** Lawler provides an overview of general strategies for addressing climate change including removing other threats and reducing additional stressors, expanding reserve networks, increasing connectivity, restoring habitat and system dynamics, adaptive management, and translocation. Specific recommendations for addressing climate change in freshwater, marine, and terrestrial systems are also provided.

Summary: Mawdsley and colleagues describe sixteen adaptation strategies, organized by strategies related to land and water protection and management (seven strategies), direct species management (four strategies), monitoring and planning (four strategies), and reviewing and modifying existing laws, regulations, and policies regarding wildlife and natural resource management (one strategy).


Summary: The guidebook provides a suggested checklist for governments on how to prepare for climate change. It includes five milestones: initiate your climate resiliency effort, conduct a climate resiliency study, set preparedness goals and develop your preparedness plan, implement your preparedness plan, and measure your progress and update your plan.


Summary: Hansen and Hoffman assess the vulnerabilities of existing conservation and resource management tools to climate change, then describe how these tools can be adapted to address climate change impacts. The book begins with a general overview of climate change and its effects, and key facets of building a plan to address climate change impacts. The tools include protected areas, species-based protection, connectivity, regulating harvests, reduction of pollutants, control of invasive species, pests, and disease, restoration, and a broader rethinking of governance, policy, and regulation.


Summary: West and colleagues provide several concepts and approaches for assessing impacts to support adaptation, management strategies for resilience to climate change, responding to barriers and opportunities for implementation, and advancing the nation’s capability to adapt. Twelve tables provide examples of specific approaches that are in use or have been proposed (e.g. Table 5, pp. 1009, provides examples of adaptation actions that focus on restoration as a means of supporting resilience).
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